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Abstract: Feature extraction and classification using Gabor wavelets have proven to be 

successful in computer vision and pattern recognition. Gabor feature based Elastic Bunch 

Graph Matching (EBGM), which demonstrated excellent performance in the FERET 

evaluation test, has been considered as one of the best algorithms for face recognition due 

to its robustness against expression, illumination and pose variations. However, EBGM 

involves considerable computational complexity in its rigid and deformable matching 

process, preventing its use in many real-time applications. This paper presents a new 

Constrained Profile Model (CPM), in cooperation with Flexible Shape Model (FSM) to 

form an efficient localization framework. Through Gabor feature constrained local 

alignment, the proposed method not only avoids local minima in landmark localization, but 

also circumvents the exhaustive global optimization. Experiments on CAS-PEAL and 

FERET databases demonstrated the effectiveness and efficiency of the proposed method. 
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1. Introduction 

Over the past few decades, the issue of automatic face recognition, where computers are 

still inferior to humans, has attracted great attention in the research community (Zhao et al., 
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2003). This is in large due to its extensive applications in various areas such as law enforcement, 

identity authentication, video surveillance and human-computer interfaces. 

Existing technologies for face recognition can be roughly classified into holistic approaches 

and feature-based approaches. Using information derived from the whole face image, holistic 

approaches, such as Eigenface (Turk and Pentland, 1991) and Fisherface (Belhumeur et al., 1997), 

are conceptually simple and easy to implement, but their performance is affected by facial 

expression, pose and illumination changes in practice. On the other hand, feature-based 

approaches, such as Elastic Bunch Graph Matching (EBGM) (Lades et al., 1993; Wiskott et al., 

1997), Line Edge Map (LEM) (Gao and Leung, 2002) and Directional Corner Point (DCP) (Gao 

and Qi, 2005), extract local information from salient facial features to distinguish faces. 

Represented by a set of low dimensional local feature vectors, these methods have the advantage 

of robustness to environmental variations. 

The EBGM algorithm showed good identification accuracy in the FERET evaluation 

(Phillips et al., 2000), demonstrating the successful application of Gabor wavelets for face 

representation (Shen and Bai, 2006). In EBGM, face geometry is represented by an 

object-adapted (elastic) topology graph, where each node refers to a predefined fiducial point (or 

landmark). Local features are modeled by a set of Gabor coefficients (known as a jet) and labeled 

on each node. The comparison of different individuals is conducted through a graph matching 

strategy. As matching with each model graph is inefficient for large galleries, Wiskott et al. 

(1997) developed a stack-like structure, called Face Bunch Graph (FBG), to avoid such a process. 

A bunch is a set of jets taken from the same node over a small number of model graphs. To build 

the representing graph for a test face image, a model graph is first placed at an initial location and 

then is iteratively matched using Gabor jets to optimize its similarity with FBG, instead of with 

all the model graphs in the gallery. This matching process consists of two consecutive stages: 1) 

rigid matching: a model graph is scaled and shifted inside the test image while keeping its grid 
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rigid, which aims to account for global transformations; and 2) deformable matching: local 

distortions due to rotations in depth or expression variations are encoded by deforming individual 

nodes and evaluated by a graph similarity function within a topological constraint. To ensure 

accurate landmark localization, the time-consuming Gabor convolution is conducted on all the 

nodes and iteratively repeated in both stages. Although attractive identification accuracy was 

reported, the expensive computational cost prevents the use of EBGM in many applications. 

Many efforts have been made to improve the accuracy and robustness of EBGM. Würtz 

(1997) presented a system in which several practical procedures were integrated to increase the 

robustness of elastic graph matching against translations, deformations and changes in 

background. Tefas et al. (2001) employed support vector machines to derive optimal coefficients 

that weigh the local similarity values at the nodes of an elastic graph according to their 

discriminatory power. Zafeiriou et al. (2007) applied discriminant analysis techniques at multiple 

phases of elastic graph matching for face verification. Shin et al. (2007) extended elastic graph 

matching to a generalized EGM (G-EGM) to obtain enhanced performance on globally 

misaligned faces. Although attractive identification accuracies were reported, the expensive 

computational cost makes EBGM not suitable to many real-time applications. However, the 

efficiency issue of EBGM received less attention in the research community. Considering that 

most computationally expensive work of EBGM comes from Gabor convolution, Jiao et al. 

(2003) utilized E-M algorithm to model the Gabor feature distribution for landmark localization. 

The method achieved a performance better than Active Shape Model (ASM) (Cootes et al., 1995), 

but inferior to EBGM. Choi et al. (2008) presented a simplified version of Gabor wavelets 

(SGWs) and an efficient (but non-EBGM) algorithm for face recognition. Since the SGW was 

generated through quantizing its corresponding Gabor wavelet, there was a trade-off between 

computation time and approximation accuracy. 

In this paper, we present a new Constrained Profile Model (CPM) to reduce the 
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computation time of face landmark localization and recognition. The landmarks are separated 

into several groups according to the distribution of salient facial features. Two control points are 

selected from each group to constrain other non-control points in the same group, preventing 

them from sticking into local minima during optimization. In CPM, each control point is modeled 

by a Gabor bunch, while all the non-control points are modeled by Normalized Derivative Profile 

(NDP) (Cootes et al., 1994). Employing both CPM and Flexible Shape Model (FSM) (Lanitis et 

al., 1997), we form an efficient localization framework (see Fig. 1), in which landmarks can be 

localized iteratively via two major steps, searching and adjusting. Based on a rough face 

detection result, the mean shape model of FSM is placed in a test image as the initial state. In the 

first searching step, a new suggested movement for each landmark is computed. Gabor jets are 

utilized to find the movements of control points, while the movements of non-control points are 

calculated by an efficient searching method based on NDP along the normal of the shape 

boundary (Cootes et al., 1994). Because NDP is a unidirectional texture model and has less 

accurate localization characteristics than Gabor jets, an extra procedure, called Gabor feature 

constrained local alignment, is conducted to refine the positions of non-control points in each 

group. In the second adjusting step, the pose parameters (i.e., scaling, rotation and translation) 

and shape parameters of FSM are adjusted in order to move each landmark as close as possible to 

the new suggested position. With the new parameters this process is repeated until the shape 

difference from two consecutive cycles of iteration is less than a predefined threshold. Different 

from EBGM, Gabor convolution in the proposed method applies only to a few control points, not 

to non-control points. Therefore the computational cost is significantly reduced. 

Finally, face recognition is conducted using Gabor jets of control points as these jets have 

been calculated previously in the localization process. Gabor features from other landmarks, such 

as non-control points and interpolated locations, may be introduced into recognition to yield a 

higher recognition rate with extra computation. However, our experiments revealed that without 
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further using more landmarks, the proposed method is capable of obtaining comparable 

recognition accuracy to the standard EBGM algorithm with considerably less computation time. 

 
Fig. 1. Framework of the proposed method. 

 

The rest of this paper is organized as follows. Section 2 presents a detailed description of 

the process of landmark localization covering Flexible Shape Model, Constrained Profile Model, 

CPM searching and FSM adjusting. Section 3 describes the face representation and recognition. 

Section 4 reports our comparative experimental results on landmark localization and face 

recognition. The last section concludes the paper. 

2. Landmark localization 

The proposed framework incorporates both Flexible Shape Model (FSM) and Constrained 

Profile Model (CPM) for landmark localization. In this section, we first give a brief introduction 

of FSM, and then present the algorithm of building CPM. The two major steps in landmark 

localization, CPM searching and FSM adjusting, are described at last. 

2.1. Flexible Shape Model 

Flexible Shape Model (FSM) (Lanitis et al., 1997) is generated by a statistical analysis of 

the positions of the feature points from the training set to represent face shape variation due to 

differences between individuals as well as changes from environmental conditions. It ensures that 
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the instances of the shape model can only deform in ways found in a training set. 

Mathematically, given a set of training images, the labeled N landmarks in each face image 

can be represented as a vector 

[ ]1 1 2 2, , , , , , T
N Nx y x y x y=x .    (1) 

These shape vectors are first aligned using an iterative modified Procrustes algorithm (Gower, 

1975). Principal Component Analysis (PCA) (Jolliffe, 1986) is then applied to get a set of 

orthogonal bases P to capture the statistics of the aligned landmarks. Each aligned shape can be 

approximated as 

≈ +x x Pb ,     (2) 

where b is the vector of eigenvalues, representing the shape parameters of each object. By 

modifying the values in b, new instances of the shape model can be manipulated. When the 

elements of b are kept within certain limits (typically three times of the standard deviation), the 

new shape instance remains similar to those of the training set (Cootes et al., 1995). The shape 

parameters b can be retrieved from a given aligned shape x via 

( )T≈ −b P x x .     (3) 

2.2. Constrained Profile Model 

As we employ an iterative process to obtain the optimized landmark locations, a suggested 

movement for each landmark has to be calculated based on the current shape estimate in each 

cycle of iteration. To find a suggested movement for each landmark, a proper local appearance 

modeling is required. Cootes et al. (1994) proposed a Normalized Derivative Profile (NDP) to 

model local gray-level information around each landmark in the training set of images, and 

suggested movements could be made along the normal of the shape boundary. NDP modeling is 

considerably fast. However, subsequent research (Wang et al., 2002) demonstrated that when the 

object class is inconsistent in shape and intensity appearance, this modeling method does not 
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perform well due to its ambiguous local-texture model and unidirectional searching strategy. 

Based on the observation that Gabor features are robust against illumination change, distortion 

and scaling (Kamarainen et al., 2006), Wiskott et al. (1997) proposed a stack-like Face Bunch 

Graph (FBG) to perform the coarse-to-fine Elastic Bunch Graph Matching (EBGM) and obtained 

noticeable localization accuracy. Each node of FBG is attached with a Gabor bunch to cover the 

local appearance variations. The representing graph is iteratively extracted from a test face image 

until a maximum similarity with FBG is reached. Although EBGM exhibits robustness against 

expression, illumination and pose variations, it involves considerable computational cost, as the 

optimized image graph is obtained through iteratively computing Gabor jets of all the nodes and 

distorting FBG in various sizes and positions over the entire image area. 

2.2.1.Face landmark grouping 

The proposed CPM is also a local appearance model obtained from the neighborhood of 

each landmark. It is represented by Gabor bunches on the control points and statistical 

descriptions of NDP on the non-control points. Specifically, the landmarks are classified into 

several groups based on the distribution of salient features in a face area (Zhao et al., 2004). Two 

control points are selected from each group for Gabor feature extraction. Because Gabor features 

are robust against local distortions, control points are able to constrain other non-control points in 

the same group, preventing them from sticking into local minima during optimization. Fig. 2 

illustrates examples of face landmark grouping on two faces. Each face has seven groups of 

landmarks corresponding to two eyebrow regions, two eye regions, one nose region, one mouth 

region and one contour region. Landmarks in different groups are marked with different colors, 

while control points in all groups are identified by red color. Note that only one control point in 

the nose region is selected (Fig. 2) as the mid point of the two inner eye corners (the 45th and 49th 

control points in Fig. 6(a)) is calculated and used as the other control point. 
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Fig. 2. Face landmark grouping. 

 

2.2.2.Gabor feature extraction 

Gabor wavelets are biologically motivated convolution kernels in the shape of plane waves 

restricted by a Gaussian envelope function. The 2D Gabor kernel functions used for feature 

extraction are 

( ) ( )
2 2 2 2

2 2exp exp exp
2 2

j j
j j

k k z
i σψ

σ σ
⎛ ⎞ ⎡ ⎤⎛ ⎞

= − − −⎜ ⎟ ⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦⎝ ⎠

z k z ,   (4) 

where 

2
2

cos
,   2 ,   

sin 8
jx

j
jy

k k
k

k k

ν
ν μ

ν μ
ν μ

ϕ ππ ϕ μ
ϕ

+
−⎛ ⎞ ⎛ ⎞

= = = =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

k .   (5) 

The index 8j μ ν= +  covers a discrete set of five different frequencies 0, , 4ν =  and eight 

orientations 0, ,7μ = . The width of the Gaussian is controlled by the parameter 2σ π= . A 

jet J is defined as the set { }jJ  of 40 convolution coefficients for kernels of different frequencies 

and orientations obtained at one image pixel ( , )x y=z  in an image ( )I z : 

( ) ( ) ( ) 2
j jJ I dψ′ ′ ′= −∫z z z z z .    (6) 

The set of jets referring to one feature point over a small number of model faces is called a bunch. 

Fig. 3 illustrates the visualized magnitudes and phases of the 40 Gabor kernel functions. 

  



 9

 
Fig. 3. Visualization of 40 Gabor kernels. (a) Gabor Magnitude. (b) Gabor Phase. 

 

2.2.3.Building CPM 

Different from EBGM where all the landmarks are modeled by Gabor features, the 

proposed CPM extracts Gabor features from control points only. Because the number of the 

control points is very small (13 in our experiments), the overall computational effort is 

significantly reduced. For the non-control points, the efficient NDP modeling is utilized. 

Eventually, each control point is modeled by a Gabor bunch to represent a range of possible 

variations in the local appearance of facial features; and each non-control point is modeled by a 

mean and a covariance matrix of NDP over all the training images. Algorithm 1 demonstrates the 

detailed process of building CPM. Note that when extracting a Gabor bunch from each control 

point, we only store the Gabor jet that is less similar to the current bunch, i.e., its magnitude 

similarity with all the existing jets in the current bunch is less than a predefined similarity 

threshold ( ( , ) max{ ( , )}ik jk bk
mag k mag Jb

S J G S J J T= < ). This ensures that the extracted bunch 

includes jets from various conditions and hence covers different local distortions. The magnitude 

similarity function magS  for measuring two jets will be introduced in the next subsection. 

   
(a)     (b) 
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Algorithm 1. Building Constrained Profile Model 

Notations: 

iI  — the thi  image, 1, ,i M=  

ikz  — the thk  landmark in the thi  image, 1, ,k N=  
ikJ  — jet extracted from the thk  landmark in the thi  image 

kG  — Gabor bunch of the thk  landmark composed of a set of jets { },  1, ,bkJ b B=  

JT  — magnitude similarity threshold of two jets 

ikp  — NDP of the thk  landmark in the thi  image 
Input: M training images and each labeled with N predefined landmarks. 
Output: CPM (Gabor bunches from control points; means and covariance matrices of NDP 

from non-control points). 
Procedures: 

0b =  
for  1: control pointk N=  

kG =∅  
end for 
for 1:i M=  

for 1:k N=  
if ikz  is control point 

if b B<  
2( ) ( ) ( )j ik j ikJ I dψ′ ′ ′= −∫z z z z z ; { ( )},   0, ,39ik

j ikJ J j= =z  

if 0b ==  || max{ ( , )}jk bk
mag Jb

S J J T<  

{ }ik
kG J+ = ; b + +  

end if 
end if 

else 
Calculate ikp  

end if 
end for 

end for 
for 1:k N=  

if ikz  is non-control point 

1
1 M

k ikiM =
= ∑p p ; 

1
1 ( )( )M T

k ik ikiM =
= − −∑C p p p p  

end if 

end for 



 11

2.3. CPM searching 

After having obtained CPM and FSM from the training set of images, landmark localization 

is implemented in an iterative two-step framework: CPM searching and FSM adjusting. The 

efficiency of CPM searching is realized through modeling Gabor bunches from a small number of 

control points. The accuracy of CPM searching is enhanced through conducting an extra 

procedure called Gabor feature constrained local alignment, which utilizes Gabor feature’s 

accurate localization characteristics to refine the positions of non-control points. By increasing 

the number of control points, the localization accuracy can be improved with a cost of more time. 

To suit different circumstances in practice, one can adjust the number of control points to balance 

the computational efficiency and localization accuracy. 

2.3.1.Individual landmark searching 

Given initial positions of face landmarks, two different algorithms are employed to 

compute the suggested movements. The movement of non-control point is calculated by an 

efficient searching method based on NDP along the normal of the shape boundary; while the 

movement of control point is calculated by a Gabor jet localization algorithm. The jet localization 

algorithm performs displacement estimation based on jet phase information. For a test face image, 

a test jet is first extracted at the position of control point, and then compared one by one with all 

the model jets contained in the control point’s Gabor bunch from CPM. The most similar model 

jet is selected using jet magnitude similarity for measurement: 

( )
2 2

,
j j

j
mag

j j
j j

a a
S J J

a a

′
′ =

′

∑

∑ ∑
,    (7) 

where two jets J  and J ′  are represented in the polar form exp( )j j jJ a iφ= . The magnitude 

similarity function is used here because jet magnitudes ( )ja z  vary slowly with spatial position, 
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which provides robustness to small position variation. 

With the selected model jet and the test jet, the Gabor jet localization algorithm is 

conducted to find the suggested movement of the current control point. Since jet phases ( )jφ z  

vary quickly with location and rotate with a rate set by the spatial frequency jk  of the kernels, 

they provide a way of accurate displacement estimation (Wiskott et al., 1997). The jet 

displacement estimation is based on a displacement-compensated phase similarity function 

( )
( )

2 2

cos ( , )
,

j j j j j
j

pha

j j
j j

a a J J
S J J

a a

φ φ′ ′ ′− − ⋅
′ =

′

∑

∑ ∑

d k
,   (8) 

where ( , ) ( , )T
x yJ J d d′ =d  is the relative displacement between two locations that jets J  and 

J ′  refer to. The term ( , ) jJ J ′ ⋅d k  is used to compensate for the phase shifts. The cosine terms 

cos( ( , ) )j j jJ Jφ φ′ ′− − ⋅d k  in Equation (8) can be approximated by a two-term Taylor expansion: 

( )
( )2

2 2

1 0.5( ( , ) )
,

j j j j j
j

pha

j j
j j

a a J J
S J J

a a

φ φ′ ′ ′− − − ⋅
′ ≈

′

∑

∑ ∑

d k
.  (9) 

By maximizing Equation (9) via setting / / 0pha x pha yS d S d∂ ∂ = ∂ ∂ = , we obtain the following 

equation for ( , )J J ′d : 

1( , ) x yy yx x

y xy xx yxx yy xy yx

d
J J

d
Γ −Γ Φ⎛ ⎞ ⎛ ⎞⎛ ⎞

′ = =⎜ ⎟ ⎜ ⎟⎜ ⎟−Γ Γ ΦΓ Γ −Γ Γ⎝ ⎠ ⎝ ⎠⎝ ⎠
d ,  if 0xx yy xy yxΓ Γ −Γ Γ ≠   (10) 

where ( )x j j jx j jj
a a k φ φ′ ′Φ = −∑ , ( )y j j jy j jj

a a k φ φ′ ′Φ = −∑ , xx j j jx jxj
a a k k′Γ =∑ , 

xy j j jx jyj
a a k k′Γ =∑ , yx j j jy jxj

a a k k′Γ =∑  and yy j j jy jyj
a a k k′Γ =∑ . This yields a 

straightforward calculation for estimating the suggested movements of all the control points using 

the selected model jet and the test jet. 

2.3.2.Gabor feature constrained local alignment 
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When the new suggested positions of two control points in each group are identified, an 

affine transformation is conducted to constrain non-control points in the same group. This 

process is considered as a local alignment between two sets of positions (one set before and one 

set after the local alignment), and is defined as a scaling (s), a rotation (θ) and a translation 

( ( , )x yt t=xt ) which minimize the sum of squared distances between pairs of positions. Such a 

coordinate transformation ( , , )[ ]A s θ xt  can be represented as 

( )[ ] cos sin
, ,

sin cos
1

x x

y y

x
t a b tx s s x

A s y
t b a ty s s y

θ θ
θ

θ θ

⎛ ⎞
−′ − ⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎜ ⎟= = + =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟′⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎜ ⎟

⎝ ⎠
xt x . (11) 

Since we have obtained two pairs of coordinates from control points (before and after the jet 

displacement estimation respectively), the parameters of the affine transformation in Equation 

(11) can be calculated through 

1 1 1

1 1 1

2 2 2

2 2 2

1 0
0 1
1 0
0 1

x

y

ax y x
by x y
tx y x
ty y y

′− ⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟⎜ ⎟ ⎜ ⎟′⎜ ⎟⎜ ⎟ ⎜ ⎟=⎜ ⎟⎜ ⎟ ⎜ ⎟′−
⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ′⎝ ⎠ ⎝ ⎠⎝ ⎠

.    (12) 

Using the affine parameters from control points in each group, non-control points in the same 

group are locally aligned through Equation (11). Fig. 4 illustrates the effectiveness of Gabor 

feature constrained local alignment on landmarks in different regions. 

 
Fig. 4. Gabor feature constrained local alignment. (a) Before alignment. (b) After alignment. 

 

  
(a)   (b) 
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2.4. FSM adjusting 

When a test face image is presented to the proposed algorithm with a rough face detection 

result, the mean shape model x  of FSM is placed in the image as the initial state. Starting from 

the mean shape model ( )i =x x , all the landmarks are first moved to a better location ( )i id+x x  

individually from their current locations ( )ix  through CPM searching. Using a least-squared 

approximation method (Cootes et al., 1995), these shape deformations are then transformed into 

adjustments to the pose parameters ( (1 )i is ds+ , i idθ θ+ , i id+x xt t ) and the shape parameters 

( )i id+b b  of FSM such that the new estimated shape 

ˆ ( (1 ), , )[ ( )]i i i i i i i i iA s ds d d dθ θ= + + + + +x xx t t x P b b  moves the landmarks as close as possible to 

the previous local deformations, i.e. ˆ i i id≈ +x x x , while still satisfying the shape constraints of 

FSM ( 3 3 )
k k

i i
k kdσ σ− ≤ + ≤b bb b . With the estimated shape ˆ ix , the above process is repeated 

1 ˆ( )i i+ =x x  until the shape difference from two consecutive cycles of iteration is less than a 

threshold 1ˆ ˆ(|| || )i i T−− < xx x . This dynamic shape-fitting process is summarized in Algorithm 2. 
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Algorithm 2. Landmark localization 

Notations: 
x  — mean face shape vector in FSM 
P  — principal components matrix in FSM 

ix  — initial face shape for the thi  iteration 
idx  — suggested movement for ix  

ib  — initial weighting vector for ix  
idb  — additional weighting change for ib  

k
σb  — standard deviation of kb  in FSM,  1, , principal componentk N=  

ˆ ix  — estimated face shape from the thi  iteration 
Tx  — shape difference threshold for two adjacent iterations 

Input: One test face image with rough detection result. 
Output: N landmark locations of the test image. 
Procedures: 

0 =b 0  
0ˆ =x x  

0i =  
do 

i + +  
1ˆi i−=x x  

Individual landmark searching from ix  
Search each control point using Gabor jet localization algorithm 
Search each non-control point using NDP method 

Gabor feature constrained local alignment for each group and get idx  
FSM adjusting such that ( (1 ), , )[ ( )]i i i i i i i i i iA s ds d d d dθ θ+ + + + + ≈ +x xt t x P b b x x  

1i is ds∗ = + ; i idθ θ+ = ; i id+ =x xt t  
for  1: principal componentk N=  

if 3
k

i i
k kd σ+ > bb b  

3
k

i
k σ= bb  

else if 3
k

i i
k kd σ+ < − bb b  

3
k

i
k σ= − bb  

else 
i i
k kd+ =b b  

end if 
end for 
ˆ ( , , )[ ]i i i i iA s θ= +xx t x Pb  

while 1ˆ ˆ|| ||i i T−− ≥ xx x  
return ˆ ix  
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3. Face representation and recognition 

For the simplicity of labeling images in the training process, most landmark are placed on 

the borders of facial features, such as eye corners, mouth corners and face contour. These features 

have clear and exact meaning and refer to the same positions across different faces. Besides, with 

homogeneous background the face contour is easier to be localized. The selection of control 

points is based on two basic principles. First, one control point should stay apart from the other in 

each group to avoid Gabor feature overlapping; and second, the neighborhood of two control 

points should contain rich feature information for better representation. In Davies et al. (2002), an 

automatic method for building statistical shape models was proposed, which can be used for 

automatic landmark selection. 

In this study, a face image is represented by Gabor features of control points. This is mainly 

due to the fact that 1) most control points are located in the interior of a face where the most 

stable and informative features reside; 2) Gabor features of control points have been computed 

previously in the landmark localization process; and 3) selecting a small number of control points 

for representation reduces storage space and increases executive speed of the algorithm. 

Exceptionally, the centers of two eyes are also added into the representation landmark set, 

considering their importance for face recognition. For a test face image TI  with N ′  Gabor jets 

T
kJ , 1, ,k N ′= , a classification function between the test image TI  and a model image MI  is 

defined as the average over the magnitude similarity measures between pairs of corresponding 

jets: 

( ) ( )
1

1, ,
N

T M T M
mag k k

k
S I I S J J

N

′

=

=
′∑ .    (13) 

Face recognition is performed through calculating the classification function between the test 

face and each model face in the database. The model with maximum average similarity is 

considered as the correct match. Fig. 5 illustrates all the landmarks for face representation and 
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recognition in our experiments. 

 
Fig. 5. Landmarks used for face representation and recognition. 

 

Introducing Gabor features from more landmarks, such as some non-control points or 

interpolated locations, into recognition may yield a better performance with extra computational 

cost. However, our experiments in Section 4 demonstrate that, without further employing more 

landmarks, the proposed algorithm is able to obtain equivalent recognition accuracy to the 

standard EBGM method with significantly less computation time. 

4. Experimental results 

In order to validate the proposed algorithm, we separated our experiments into two parts: 

localization and recognition. Landmark localization is a critical step in a feature-based face 

recognition approach and is also important to achieve successful results in other applications such 

as expression analysis and face animation. Two publicly available face databases, CAS-PEAL 

database (Gao, et al., 2008) and FERET database (Phillips et al., 2000), were used to evaluate 

localization and recognition performance respectively. 

4.1. Landmark localization performance 

CAS-PEAL-R1 face database (Gao, et al., 2008) contains 9,060 frontal images of 1,040 

subjects, with different expressions, accessories, illuminations, etc. The first 500 frontal faces 

under neutral expression and controlled lighting condition were used in this experiment to 

evaluate the landmark localization performance. Each image was manually labeled with 96 
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landmark points (see Fig. 6). Among these images, the first 300 images were used for training 

FSM and CPM, and the rest 200 images were used for localization testing. The manually labeled 

landmarks served as ground truth to assess the accuracy of the automatically located positions. 

As shown in Fig. 6, only 13 control points were selected for Gabor feature extraction. For each 

control point, the Gabor bunch size was 70. The length of NDP was 10 pixels, which is slightly 

longer than that (8 pixels) in Cootes et al. (1994) for a wider-range image search. The number of 

principal components in FSM was 45, which represents 95% of the variation in the training set, 

the same percentage as used in Lanitis et al. (1997). The jet magnitude similarity threshold for 

selecting models jets in each Gabor bunch was 0.95. The average shape difference threshold for 

two adjacent iterations was 1 pixel. 

 
Fig. 6. Manually labeled landmarks on a face image from CAS-PEAL-R1 database. Control 
points are marked with red color. (a) 96 indexed landmarks. (b) A face shape defined by 
connecting landmarks. 

 

Similar to Jiao et al. (2003), Lanitis et al. (1997) and Wang et al. (2002), the mean of 

point-to-point Euclidean distances between automatically located positions and the ground truth 

  
(a)     (b) 
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landmarks was calculated to evaluate the accuracy of a localization algorithm on each test image. 

This mean distance provides a quantitative description of the localization error of the algorithm. 

The average localization error on all the test images is represented as 

2 2

1 1

1 1 ( ) ( )
P N

ij ij ij ij
i j

E x x y y
P N= =

⎛ ⎞
′ ′= − + −⎜ ⎟

⎝ ⎠
∑ ∑ ,   (14) 

where P is the number of the test images, N is the number of the landmarks in each image, 

( , )ij ijx y  and ( , )ij ijx y′ ′  are the thj  ground truth landmark and the thj  automatically located 

position in the thi  test image, respectively. Based on Equation (14), the average localization 

error of the proposed CPM algorithm was compared with that of ASM method. A factor 

100%ASM CPM

ASM

E Em
E
−

= ×     (15) 

was calculated to measure the improvement percentage of the proposed algorithm over ASM. 

When m is positive, the proposed algorithm outperforms ASM. 

To evaluate the system localization performance under good and rough initialization 

conditions, we conducted the comparative experiments twice, with initialization using manually 

labeled two eye positions and Viola-Jones face detector (Viola and Jones, 2001) respectively. We 

used the Viola-Jones face detector in OpenCV library (OpenCV, 2008). When a face was 

detected, a bounding box containing the approximate location and size of the face was used for 

the initialization of our system. Table 1 shows the comparative localization performances on 200 

test images. When manually labeled eye locations are used for initialization, the average 

localization error of ASM is 3.72 pixels, while CPM localization error is only 1.95 pixels. The 

47.6% improvement of the proposed method indicates that CPM modeling and searching have 

the capability of obtaining much more accurate landmark localization than ASM. When rough 

automatic face detection results are used for initialization, the localization performance of ASM 

becomes noticeably worse with an average error of 11.63 pixels. Nevertheless, the performance 
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improvement of CPM over ASM increases from 47.6% to 54.5%, indicating the proposed method 

has better landmark localization ability than ASM under rough initialization condition. 

 

 

4.2. Face recognition performance 

The experiment of face recognition was performed on the FERET face database (Phillips et 

al., 2000), which consists of a total of 14,051 gray-level face images representing 1,199 

individuals. The images contain variations in lighting, facial expressions, pose angle, etc. Only 

frontal faces were considered in this experiment. These frontal images are divided into five sets, 

with details listed in Table 2. The FERET database provides locations of two eyes of all the 

images, which were used for the algorithm initialization. The CPM and FSM obtained from 

CAS-PEAL-R1 database were employed in this experiment. A training process conducted on 

another database can provide objective evaluation of the algorithm performance on the FERET 

database. Face recognition was performed using Gabor features of 15 landmarks (13 control 

points plus 2 eye centers). 

Table 1. Landmark localization performance 

Method ASM Proposed CPM Improvement 
Average localization error using 
manually labeled two eyes (pixels) 3.72 1.95 47.6% 

Average localization error using 
Viola-Jones face detector (pixels) 11.63 5.29 54.5% 
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To conduct an objective comparison, the performances of the proposed algorithm were 

compared with the published results of the Colorado State University (CSU) Face Identification 

Evaluation System (Beveridge et al., 2005; CSU Face Identification Evaluation System, 2007), 

which is obtained on the FERET database as well. The CSU results provide identification 

accuracies of four face recognition algorithms, i.e., EBGM, Principal Component Analysis (PCA), 

Linear Discriminant Analysis (LDA) and Bayesian intrapersonal/extrapersonal image difference 

classifier. 

The cumulative match scores of these methods are plotted in Fig. 7, and the top-one 

recognition rates are listed in Table 3. Compared with standard EBGM, the proposed method 

yields slightly inferior top-one recognition accuracy on FERET FB and Dup I probe sets, each 

dropped by 3% and 5% respectively. This is not unexpected because our method makes use of 

Gabor features from only 15 landmarks, while the CSU implementation involves a total of 80 

landmarks for identification (Beveridge et al., 2005; CSU Face Identification Evaluation System, 

2007). On the other hand, our results on FC and Dup II sets are noticeably higher than EBGM, 

increased by 29% and 7% respectively. This is an interesting result especially in the sense of a 

small number of landmarks used for face recognition. This may be because when the test images 

are of significant detrimental quality (FC and Dup II are taken from different illumination and 

Table 2. FERET datasets 

Datasets Image Number Description 

FA 1,196 Regular facial expression, used as a gallery set. 

FB 1,195 Alternative facial expression to FA. 

FC 194 Different lighting conditions. 

Dup I 722 Aging of subjects, i.e. images taken later in time. 

Dup II 234 Difficult subset of Dup I. Taken at least one year later. 
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after a considerable time respectively), Gabor feature based recognition performed on more 

landmarks could be worse than that from fewer reliable landmarks. The average recognition 

results revealed that the proposed method not only is capable of obtaining comparable 

recognition accuracy to the standard EBGM algorithm, but also outperforms the other three 

algorithms contained in CSU system, i.e. PCA, LDA and Bayesian algorithms. Through training 

of CPM and FSM on the FERET gallery set FA, the performance of the proposed method could 

be further improved. 

 
Fig. 7. The cumulative match scores of the proposed CPM method and CSU implementations of 
four algorithms performed on the (a) FB, (b) FC, (c) Dup I and (d) Dup II probe sets. 
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4.3. Computational efficiency 

Table 4 lists the average computation time consumed in one cycle of iteration in our 

experiments. These results were obtained on a Windows-platform PC with 2.8GHz CPU and 

1GB RAM. Operating on 96 landmarks, the NDP searching method spends less than 1ms to 

finish a cycle, while the EBGM method needs more than 1 second. With the computation time of 

131ms, the proposed CPM method dramatically reduces the time of EBGM by 90.9%. This result 

indicated that with equivalent recognition performance, the proposed method can be around 10 

times faster than EBGM. The implementation of our method converged within less than 6 cycles. 

The total computation time for one match is less than 1 second in average. 

 

 

5. Conclusions 

Gabor wavelets have demonstrated outstanding localizability, orientation selectivity and 

spatial frequency characteristics in image processing and pattern recognition. Gabor feature based 

Table 4. Average computation time in one cycle of iteration 

Method EBGM Standard CPM Method Time Saved  

Average Time (ms) 1440 131 90.9% 

Table 3. The top-one face recognition rates 

Method FB FC Dup I Dup II Average 

CPM Method 0.84 0.68 0.38 0.29 0.55 

EBGM Standard 0.87 0.39 0.43 0.22 0.48 

Bayesian MAP 0.82 0.37 0.52 0.32 0.51 

LDA Euclidean 0.61 0.19 0.38 0.14 0.33 

PCA Euclidean 0.74 0.05 0.34 0.14 0.32 
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EBGM algorithm is one of the most successful approaches for face recognition due to its 

robustness against local distortions caused by variance of expression, illumination and pose. 

However, its considerable complication and computation prevents it from extensive applications 

in practice. We have presented an efficient Gabor feature constrained algorithm which can be 

used for locating facial features as well as identifying the individual in an image. Experimental 

results for both landmark localization and face recognition are promising. The recognition 

performance of the proposed method is comparable to the standard EBGM algorithm, and its 

computation time per cycle of iteration is 90.9% less than EBGM. We expect this method could 

be extended to non-rigid object recognition and applied to other HCI-related applications in the 

future. 

Acknowledgements 

This research was partially supported by the Australian Research Council (ARC) under 

Discovery Grants DP0451091 and DP0877929. 

References 

Belhumeur, P.N., Hespanha, J.P., Kriegman, D.J., 1997. Eigenfaces vs. Fisherfaces: recognition 

using class specific linear projection. IEEE Transactions on Pattern Analysis and Machine 

Intelligence, 19(7): 711-720. 

Beveridge, J.R., Bolme, D., Draper, B.A., Teixeira, M., 2005. The CSU Face Identification 

Evaluation System: its purpose, features, and structure. Machine Vision and Applications, 

16(2): 128-138. 

CSU (Colorado State University) Face Identification Evaluation System, 2007. 

http://www.cs.colostate.edu/evalfacerec/index.html. 

Choi, W.P., Tse, S.H., Wong, K.W., Lam, K.M., 2008. Simplified Gabor wavelets for human face 

recognition. Pattern Recognition, 41(3): 1186-1199. 



 25

Cootes, T.F., Hill, A., Taylor, C.J., Haslam, J., 1994. Use of active shape models for locating 

structures in medical images. Image and Vision Computing, 12(6): 355-365. 

Cootes, T.F., Taylor, C.J., Cooper, D.H., Graham, J., 1995. Active shape models—Their training 

and application. Computer Vision and Image Understanding, 61(1): 38-59. 

Davies, R.H., Twining, C.J., Cootes, T.F., Waterton, J.C., Taylor, C.J., 2002. A minimum 

description length approach to statistical shape modeling. IEEE Transactions on Medical 

Imaging, 21(5): 525-537. 

Gao, W., Cao, B., Shan, S., Chen, X., Zhou, D., Zhang, X., Zhao, D., 2008. The CAS-PEAL 

large-scale Chinese face database and baseline evaluations. IEEE Transactions on Systems, 

Man, and Cybernetics—Part A: Systems and Humans, 38(1): 149-161. 

Gao, Y., Leung, M.K.H., 2002. Face recognition using line edge map. IEEE Transactions on 

Pattern Analysis and Machine Intelligence, 24(6): 764-779. 

Gao, Y., Qi, Y., 2005. Robust visual similarity retrieval in single model face databases. Pattern 

Recognition, 38(7): 1009-1020. 

Gower, J.C., 1975. Generalized procrustes analysis. Psychometrika, 40(1): 33-51. 

Jiao, F., Li, S., Shum, H.-Y., Schuurmans, D., 2003. Face alignment using statistical models and 

wavelet features. In: Proceedings of the IEEE International Conference on Computer 

Vision and Pattern Recognition, pp. 321-327. 

Jolliffe, I.T., 1986. Principal Component Analysis. Springer. 

Kamarainen, J.K., Kyrki, V., Kälviäinen, H., 2006. Invariance properties of Gabor filter-based 

features—Overview and applications. IEEE Transactions on Image Processing, 15(5): 

1088-1099. 

Lades, M., Vorbrüggen, J.C., Buhmann, J., Lange, J., von der Malsburg, C., Würtz, R.P., Konen, 

W., 1993. Distortion invariant object recognition in the dynamic link architecture. IEEE 

Transactions on Computers, 42(3): 300-311. 



 26

Lanitis, A., Taylor, C.J., Cootes, T.F., 1997. Automatic interpretation and coding of face images 

using flexible models. IEEE Transactions on Pattern Analysis and Machine Intelligence, 

19(7): 743-756. 

OpenCV (Open Computer Vision Library), 2008. http://sourceforge.net/projects/opencvlibrary/. 

Phillips, P.J., Moon, H., Rizvi, S.A., Rauss, P.J., 2000. The FERET evaluation methodology for 

face-recognition algorithms. IEEE Transactions on Pattern Analysis and Machine 

Intelligence, 22(10): 1090-1104. 

Shen, L., Bai, L., 2006. A review on Gabor wavelets for face recognition. Pattern Analysis and 

Applications, 9(2-3): 273-292. 

Shin, H., Kim, S.D., Choi, H.C., 2007. Generalized elastic graph matching for face recognition. 

Pattern Recognition Letters, 28(9): 1077-1082. 

Tefas, A., Kotropoulos, C., Pitas, I., 2001. Using support vector machines to enhance the 

performance of elastic graph matching for frontal face authentication. IEEE Transactions 

on Pattern Analysis and Machine Intelligence, 23(7): 735-746. 

Turk, M., Pentland, A., 1991. Eigenfaces for recognition. Journal of Cognitive Neuroscience, 

3(1): 71-86. 

Viola, P., Jones, M., 2001. Rapid object detection using a boosted cascade of simple features, In: 

Proceedings of the IEEE International Conference on Computer Vision and Pattern 

Recognition, pp. 511-518. 

Wang, W., Shan, S., Gao, W., Cao, B., Yin, B., 2002. An improved active shape model for face 

alignment, In: Proceedings of the IEEE International Conference on Multimodal Interfaces, 

pp. 523-528. 

Wiskott, L., Fellous, J.M., Krüger, N., von der Malsburg, C., 1997. Face recognition by elastic 

bunch graph matching. IEEE Transactions on Pattern Analysis and Machine Intelligence, 

19(7): 775-779. 



 27

Würtz, R.P., 1997. Object recognition robust under translations, deformations, and changes in 

background. IEEE Transactions on Pattern Analysis and Machine Intelligence, 19(7): 

769-775. 

Zafeiriou, S., Tefas, A., Pitas, I., 2007. The discriminant elastic graph matching algorithm applied 

to frontal face verification. Pattern Recognition, 40(10): 2798-2810. 

Zhao, S., Gao, W., Shan, S., Yin, B., 2004. Enhance the Alignment Accuracy of Active Shape 

Models Using Elastic Graph Matching, In: Proceedings of the International Conference on 

Biometric Authentication, pp. 52-58. 

Zhao, W., Chellappa, R., Phillips, P.J., Rosenfeld, A., 2003. Face recognition: a literature survey. 

ACM Computing Surveys, 35(4): 399-459. 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


