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ABSTRACT
Radio Frequency Identification (RFID) is a technology
used to identify automatically a cluster of objects within a
specified parameter. This technology has promised a means
to cut cost of time and money in manual labor and to allow
greater efficiency in numerous workplaces. However, there
are various problems such as missed readings which hin-
der wide scale adoption of RFID systems. To this end we
propose a system that utilises a Bayesian Network applied
at a Deferred stage to impute and restore missed readings.
Experimental results have shown that the optimal random
threshold is 15% and that the DefBayNet method improves
missed data restoration process when compared with the
state-of-the-art method.
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1 Introduction

Radio Frequency Identification (RFID), has been a hot
topic of research in recent years due to its promises of wire-
less automatic group identification. The advent of this tech-
nology would usher in a new era where tasks such as super
market check-outs and stock transferal can be performed
easily with greatly increased efficiency. One of the main
contributors as to why RFID is not employed in wide-scale
deployment is that of unreliable and missed readings.

Different cleaning methods have been proposed in the
past in an attempt to compensate for the faulty nature of
the stored data but never to completely eliminate anomalies
present in the data sets. We have found that each method
proposed in the past have drawbacks, which hinders the
RFID data set from providing maximum precision when
querying the data. We believe that, by introducing a sys-
tem which utilises a Bayesian Network to correct stored
RFID data at a deferred stage of the capturing process, the
majority of the missed readings can be restored.

To this end, we present DefBayNet, a deferred
method of cleaning RFID data utilising a Bayesian Net-
work. DefBayNet has been designed specifically to im-
pute consecutive RFID missed readings in an effort to re-
store the data set with optimal integrity. We have run two
experiments designed to demonstrate the cleaning abilities
of DefBayNet, a Threshold Experiment and a Significance

Experiment. The first experiment has been designed to
find the optimal threshold to find both the highest preci-
sion and recall. The second experiment conducted was to
compare the cleaning ability DefBayNet to that of an Cost-
Conscious Cleaning Bayesian Network approach. From
the results gathered, we have concluded that the optimal
threshold for DefBayNet is 15% and that our approach out-
performs the state-of-the-art method.

2 Background

Radio Frequency Identification (RFID) is a technology that
has great potential to save time and money by offering
a means to identify automatically a large sum of objects
within a certain proximity. It does, however, have severe
reliability problems in the form of unreliable readings and
missed readings. Missed information in data sets are not
unique to RFID applications as many other applications
also suffer from this problem. A general method for solving
this problem is to use Data Imputation to fill in the missing
values with approximate values. However, to achieve this,
an optimal threshold for probability must be found so that
the Recall vs. Precision problem can be minimised provid-
ing both a high recall and precision rates.

2.1 RFID

Radio Frequency Identification, also known as RFID, is a
system developed with the purpose of automatically identi-
fying a group of objects within close proximity using elec-
tromagnetic relays of data. RFID has been integrated into
applications since the 1940s [15]; in World War II, it was
used to acknowledge a friendly aircraft on radars. The ba-
sic structure comprises a unique identification tag, a reader
that interrogates the tag to extract the identifier and the
RFID Middleware which is used primarily to filter out un-
wanted data. As a result, the data that gets recorded into
the database is comprised of the identifier of the tag known
as the Electronic Product Code (EPC), the identifier of the
reader and a timestamp of the time of the reading.

The implementation of an RFID network is difficult
due to the flaws in the passive architecture. These flaws
include the high volumes of data, the low level data, the
spatial and temporal aspects, and the data being extremely



error-prone [1], [2] and [17]. There are three problems as-
sociated with the error-prone nature of raw RFID readings.
These are duplicate data readings, unreliable data readings
and missed data readings.

Duplicate data readings refer to any instance in which
an RFID tag is captured twice. Unreliable Data Readings,
also known as Noise, False Positives or Ghost Reads [3],
are readings which are recorded on the reader but do not
reflect reality. Missed Readings, also known as false neg-
ative readings, refer to any instances in which a RFID tag
is supposed to be captured but, due a certain reason, is not.
It is estimated that the RFID tags taken for any given situ-
ation only record 60% - 70% of the intended readings [4]
and [6].

2.2 Data Imputation

Data Imputation is a process used in statistical applications
to fill in missing gaps of data. When a data set has sev-
eral known missing values present, the data is “imputed”
through the use of different processes designed to derive an
approximate value based on other data present. The goal of
imputation is not always to correct the data set but, rather,
to allow a plausible answer to be filled into the data source.
This will allow the known data to be used in future analyti-
cal studies with minimal error as opposed to not being used
at all [14].

2.3 Bayesian Networks

Bayesian Networks are a form of networks which assign a
certain amount of probability to a set of variables that will
then result in arriving at a conclusion [10]. The means in
which we model this Network is in the mathematical equa-
tion:

P (X1, ..., Xn) =
n∏

i=1

P (Xi|(X1, ..., Xi−1)) (1)

In the Equation 1, we can see that, in order to find
the probability of Xi, we need to find the product of all the
probabilities of X1 to Xi−1. After the equation has been
derived, a table is created and populated assigning a per-
centage for case of true and false for each child of X and
parent of X. The system then multiplies each of the percent-
ages together for each parent of X and ascertains the most
likely candidate from the parent that received the highest
percentage value.

2.4 Recall vs. Precision

The Recall vs. Precision is a well known problem that
states that, in any given probabilistic situation, there will al-
ways be a trade-off between recall and precision [8]. With
regards to this trade-off, recall is the amount of data that is
to be fetched and precision is the accuracy of the data.

2.5 Related Work

Due to its unique properties and challenging scenarios,
RFID data cleaning has become a frequently studied topic
among the research community. Some methods which have
been explored as a means to correct inaccurate RFID data at
a deferred stage include: a Deferred Rule Based approach
[13] and Probabilistic Integrity Constraints [7]. In past
studies, Bayesian Networks have been employed to trans-
form low level RFID data into higher level events, and in
the process, attempting to correct anomalies present [11],
[12]. Of these methods, we have been found one to be im-
portant in our study as it uses a Bayesian Network to also
infer missed RFID readings.

The Cost Conscious Cleaning approach consists of an
algorithm that has been designed to accept several rules. It
examines the cost and accuracy of each cleaning method
and finds the cheapest, most accurate cleaning solution.
The study [5] also discusses the introduction of a Dynamic
Bayesian Network uses a belief statement to determine if a
tag is present based upon the immediate previous reading.
We believe that conclusive evidence of the presence of a
tag cannot be ascertained with maximum accuracy and that
by using a deferred method of data cleaning we may yield a
higher restoration rate through use of a Bayesian Network.

3 Deferred Bayesian Network Cleaning

To combat missing values within an RFID Data set, we
present a Deferred Bayesian Network Cleaning method.
This clenaing method has been designed to take advantage
of a Bayesian Network to decipher the correct permutation
of location recordings to fill in the missing gaps found in
the data set. Unlike the Cost-Conscious Cleaning Bayesian
Network method, [5], we have designed our system to eval-
uate the belief of a tag present based upon map data of the
facility as well as past and future observations which can
only be accessed from cleaning at a Deferred stage of the
RFID cycle.

3.1 DefBayNet Structure

When designing DefBayNet, we had two goals in mind:
a system which could be used to impute highly accurate
data for missed RFID readings, and a system that allows an
unlikely imputation to still have the amount probability it
deserves to be chosen as an answer. Thus, we came up with
the structure seen in Figure 1 which houses six processes.
The inputs into this system are the Raw Data sets and the
User, and the output being the Imputed Data Set.

The User will first define the Bayesian Network and
Threshold Percentage to be used later on in the system. The
Analytical Process is a simple program set up to extrapo-
late various characteristics from the Raw Data which are
defined as important from the Bayesian Network.

At this point, the Threshold, Bayesian Network and
Analytical Process all pass their findings to the Imputation



Figure 1. A high level diagram illustrating the processes
and data flow present in the DefBayNet Architecture.

Figure 2. The floor map of a mock retirement village used
within the experimentation of DefBayNet. The squares
represent the readers, the circles represent the reader’s
reading range and lines with dots on either end symbolise
access from one room into another.

Process which finds the different permutations. The Im-
putation Process then sends the found permutations to the
Random Selection process which the system will make a
weighted random choice as to which Permutation is correct
based on the Bayesian Network output. A specified thresh-
old is used to choose which values to randomly choose
from. For example if there are the values of 10%, 6%,
4%, 2% and 1% and the system has a specified threshold
of 25%, it will determine that of the percentages 10% and
6% are valid and will pick one of these values at a weighted
random (i.e. taking a random number between 0 and 16, if
the random value is between 0 and 6 the system will pick
the Permutation that gained 6%, else it will choose the other
Permutation). If no Permutation percentages lie within the
threshold range, the system will pick the Permutation that
achieved the highest percentage. The chosen Permutation
is then passed to the Imputed Data Loader which loads this
permutated data into the Data Set.

3.2 Experimental Scenario

The experimental scenario we have aimed for is utilis-
ing this process within a retirement village environment in
which residents and staff are present and are all wearing
RFID tags. The inspiration for this scenario is partly based
on an article which discusses a hospital in Taiwan using
RFID enabled wristbands to identify patients [16]. To this
end, we have created a mock floor design as seen in Figure

2, and have created map data based on these floor designs
to allow for higher accuracy when imputing data.

3.3 Database Structure

The database structure for the experimentations are based
heavily on the Data Model for RFID Applications (DMRA)
structure [9]. With regards to the experimentation we are
populating and analysing the following entities: Reader,
Object, Location, ReaderLocation and Observation. We
have also created two extra tables which are used in the
cleaning process called the Map Data and Bayesian Net-
work tables. The Map Data table will be used as a look-up
table to find how the rooms inside the retirement village are
connected as shown in Figure 2. The Bayesian Network ta-
ble will be used as a look-up table to find percentages of
the permutations according to the row, column and truth
values as recorded in Table 1. Additional tables have also
been used for testing purposes to record and analyse Def-
BayNet’s performance.

3.4 DefBayNet Network Table

The Bayesian Network Table for DefBayNet as displayed
in Table 1 is the look-up tool used to find the user-defined
percentage given to any situation. This table relies on seven
truth or false variables and to determine the product of the
percentages for each Permutation. Certain values have to
be extracted in order to obtain the data necessary for the
Bayesian Network, these values can all be seen in Figure 3
and include ‘a’ being the reader identifier two time stamps
less than the first missed value, ‘b’ being the reader identi-
fier one time stamp less than the first missed value, ‘c’ be-
ing the reader identifier one time stamp after the last missed
value, ‘d’ being the the reader identifier two time stamps
after the last missed value, ‘n’ being the number of con-
secutive missed reads and ‘s’ being the number of readers
that form the shortest path. We define the time stamp as the
period that the readers scan for RFID tags.

The truth or false variables used in the Bayesian Net-
work include whether or not: ‘a’ is equal to ‘b’ (a==b), ‘b’
is in the vicinity of ‘c’ according to the map data (b↔c), ‘b’
is equal to ‘c’ (b==c), ‘c’ is equal to ‘d’ (c==d), ‘n’ is equal
to ‘s’ minus two (n==(s-2)), ‘n’ is greater than ‘s’ minus
two (n>(s-2)) and ‘n’ is less than ‘s’ minus two (n<(s-2)).
With regards to the use of ‘s’, we minus 2 from it as the
shortest path will include the boundary values and, thus,
these are not important.

Five Permutations of possible restored values are then
generated from the data collected and each may be viewed
in Figure 3. The first permutation will substitute each
missed value with the ‘b’ reader value. The second per-
mutation will substitute each missed reading with the ‘c’
reader value. The third permutation will find the shortest
path, place it in the middle of the missed readings and sub-
stitute the reader closest for any missing values still present.



Figure 3. An example of a missed value situation in which
DefBayNet would permutate five different routes.

The fourth permutation will take the shortest path and sub-
stitute it into the missed readings closest to ‘b’ and use
the value ‘c’ as the replacement for any missed values still
present. Permutation five will perform the opposite of per-
mutation four.

To develop the table needed to produce the Bayesian
Network, we needed to first come up with the general Equa-
tion to deal with missed values. Thus, Equation 2 reflects
the mechanics we used to develop DefBayNet’s Bayesian
Network. In this Equation, Pi stands for Correct Permu-
atation, which is either Permutation 1, Permutation 2, Per-
mutation 3, Permutation 4 or Permutation 5, and a, b, c, d,
n and s are all variables found from the situation used in
calculating the correct permutation.

P (Pi|a == b, b ↔ c, b == c, c == d, n == (s− 2),
n > (s− 2), n < (s− 2)) = P (a == b) ∗ P (b ↔ c)

∗P (b == c) ∗ P (c == d) ∗ P (n == (s− 2))
∗P (n > (s− 2)) ∗ P (n < (s− 2))

(2)

3.5 Assumptions

We have made three assumptions based upon the scenario
we have created to ensure that DefBayNet runs at its opti-
mal level:

• There are only missed read anomalies within the RFID
data set.

• All readers have a time period in which they scan each
time.

• The amount of time it takes for a person to walk to
the next reader will be greater than the period of time
each scan is taken.

4 Experimental Evaluation

For testing the Deferred Bayesian Network approach for
significance in the field of RFID data cleaning, we have
chosen to conduct two experiments. The first experiment
is to run DEfBayNet on four different data sets setting the
probability threshold at a different level each time. This
is designed to find the optimal threshold level which max-
imises both recall and precision while cleaning. In the sec-
ond experiment, we will test DefBayNet with the optimal
found threshold against the Cost-Conscious Bayesian Net-
work. From this experiment we hope to discern that Def-
BayNet improves the integrity of the data set more success-
fully than this current Bayesian Network approach.

4.1 Experimental Environment

DefBayNet stores all RFID data in the Data Model for
RFID Applications (DMRA), all tables in DRMA and other
additional tables along with processing commands written
in procedure language PL/SQL were run with Oracle 10g
SQL Plus. The computer used for experimentation is a Mi-
crosoft Windows XP machine running Service Pack 3, In-
tel(R) Pentium(R) 4 CPU 2.79GHz with 2.00 GB of RAM.

4.2 Experimental Data Sets

The Data Set used within the Experimentation are simu-
lated RFID recordings of an imaginary RFID-enabled re-
tirement village. This data set tracks the daily activities of
four people within an elderly couple’s house from 7:30am
to 12:30pm resulting in 751 observations. The data gen-
erated will be contained in the Observation table of the
DRMA architecture. The attributes that will be housed in
this table include an EPC, reader identifier and timestamp.
With regards to the first experiment, this dataset will have
65% of its records randomly deleted based upon the idea
that only 60%-70% of RFID readings are recorded. For
the second experiment we will use the same base data set,
however, we created four sets from this data with differ-
ent percentages of randomly deleted variables, specifically
50%, 60%, 70% and 80%.

5 Results and Analysis

As mentioned throughout this paper, it has been our inten-
tion to run two experiments to obtain two facts, the optimal
threshold cut off and the amount of significance DefBayNet
holds against the current use of Bayesian Network in RFID.
To this end, the first experiment, which we have labelled
“Threshold Experiment”, uses four different thresholds to
determine which percentage produces the most accurate
imputation. The second experiment we labelled “Signif-
icance Experiment”, uses the optimal threshold found in
the last experiment to compare DefBayNet against Cost-
Conscious Cleaning Bayesian Network.



Table 1. A Table depicting the configuration of the Bayesian Network. Please note that the ↔ symbolises that the two nodes
are next to each other according to the map data.

Permutations a == b b ↔ c b == c c == d n == (s - 2) n > (s - 2) n < (s - 2)
T F T F T F T F T F T F T F

Permutation 1 70% 30% 70% 30% 90% 10% 30% 70% 20% 80% 10% 90% 20% 80%
Permutation 2 50% 50% 70% 30% 90% 10% 70% 30% 20% 80% 10% 90% 20% 80%
Permutation 3 10% 90% 40% 60% 30% 70% 10% 90% 90% 10% 20% 80% 50% 50%
Permutation 4 90% 10% 40% 60% 30% 70% 10% 90% 10% 90% 70% 30% 50% 50%
Permutation 5 10% 90% 40% 60% 30% 70% 90% 10% 10% 90% 70% 30% 50% 50%

Figure 4. The results obtained from the Threshold Exper-
iment plotted in a graph where the percentage of overall
data set correctness vs. the different threshold settings.

5.1 Results

The first experiment we conducted was designed to test
which threshold value was optimal for which to find a
valid permutation. As such, we found the results when the
threshold was set from 0% to 100% with every 10% in be-
tween tested. The results we gathered as displayed in Fig-
ure 4 show that the highest achieving thresholds are 10%
and 20% obtaining a correct data set percentage of 95%
and the worst thresholds being 60% to 100% who obtained
92% of correct data set percentage.

The second experiment we performed was designed
to test the significance, if any, a Deferred Bayesian Net-
work approach would make when tested against a Bayesian
Network applied in Cost-Conscious Cleaning. To recre-
ate an this Bayesian Network, we created a Bayesian Net-
work that only gathered information obtained from the tags
recorded directly before the current tag. The results we
obtained from this “Significance Experiment” can be seen
in Figure 5. The results have shown us that in each data
set we tested on, DefBayNet would always beat the Cost-
Conscious Cleaning method, also it appears that where
there are more deleted values (i.e. the data set with 50%
of its values deleted), DefBayNet obtains an even higher
level of accuracy when examining the improvements from
the Cost-Conscious approach.

Figure 5. The results obtained from the Significance Ex-
periment plotted in a graph where the percentage of overall
data set correctness vs. the amount of random deletion each
testing data set with the two series being the DefBayNet
and Cost-Conscious Cleaning approaches.

5.2 Analysis

The advantages we have found of using a Deferred
Bayesian Network approach when cleaning missed data are
the higher reading rate and potential to provide an addition-
ally higher accuracy when the data set has a high amount
of consecutive missed data. The disadvantages of using our
method are that the system has to be set up properly physi-
cally (the readers have to be placed precisely, the map data
has to be recorded) and our system is required to be per-
formed at a deferred stage, thus not providing a real-time
solution to missed RFID reads. Finally, we would like to
emphasies that the goal of Data Imputation, which we have
based our model on, is not necessarily to provide 100%
accurate data, but rather a highly accurate and plausible ex-
planation as to what data could be present in missing gaps.
We believe that DefBayNet performs highly accurate data
imputation and at the very least, provides a plausible ex-
planation as to what could be filled in the missing gaps of
data.



6 Conclusion

In this paper, we introduced a novel cleaning method
which utilises a Bayesian Network coupled with informa-
tion which may only be obtained at a deferred stage of the
RFID cycle to restore correctly the missed values inside an
RFID data warehouse. In summary, we believe our study
has made the following contributions to the field of RFID:

• We have shown that a Bayesian Network may be ap-
plied at a Deferred stage of the RFID capturing cycle
and may be utilised to raw clean RFID data.

• We have found that 15% is the optimal cut off thresh-
old when needing to find the right balance between
recall vs. precision for a Bayesian Network applied at
a deferred stage of the RFID reading cycle.

• In experimental evaluation, we have shown that Def-
BayNet performs more successfully than the current
prominent application of Bayesian Networks where it
is applied in the Cost-Conscious Cleaning appraoch.

• We have also proposed a method that will not only re-
store RFID data to the highest possible integrity, but
also where it does not return a correct restoration, Def-
BayNet provides a plausible set of data.

With regards to future work generated from this re-
search, we have intend to enhance DefBayNet’s Permuta-
tions, Bayesian Network and modify it to be dynamic.
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