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Fece Recognition usinEnsemble String Matchi

Weiping CHENM anc Yongsheng GA(, Senior Member, IEEE

Abstract— In this paper, we present a syntactic string
matching approach to solve the frontal face recogtion problem.
String matching is a powerful partial matching techique, but is
not suitable for frontal face recognition due to is requirement of
globally sequential representation and the complexnature of
human faces, containing discontinuous and non-sequoial
features. Here we build a compact syntactic Stringfce
representation, which is an ensemble of strings. Anovel
Ensemble String Matching approach that can perform non-
sequential string matching between two Stringfaces proposed.
It is invariant to the sequential order of stringsand the direction
of each string. The embedded partial matching mechdsm
enables our method to automatically utilize every igce of non-
occluded region, regardless of shape, in the recagon process.
The encouraging results demonstrate the feasibility and
effectiveness of using syntactic methods for facecognition from
a single exemplar image per person, breaking the baer that
prevents string matching techniques from being utized for
addressing complex image recognition problems. Thproposed
method not only achieved significantly better perfomance in
recognizing partially occluded faces, but also shaed its ability to
perform direct matching between sketch faces and po faces.

Index Terms—Face recognition, ensemble string matching,
Stringface, partial matching, occlusion, sketch reagnition,
syntactic.

I. INTRODUCTION

occluded regions and how to effectively excludenthieom
the similarity measurement are still unclear.

In this study, we attempt to develop a new strafiegyace
recognition that (1) can recognize faces with padtclusions
of arbitrary shapes and locations, (2) is suitdole single

model based recognition, (3) works as a generak fac

recognition method, and (4) matches sketch facespdoto
faces directly without needing to know which imaige a
sketch.

We propose a novel Stringface representation artdhimg
concept for face recognition with one exemplar imazer
person. The Stringface is a high-level syntactpresentation
of a face image, which can be constructed fronnglsiface
image, without any training. In our implementatiohe low-
level edge pixels used in early vision are considerns
“letters” to be grouped into intermediate-levelaght lines
with additional local structural information. Thestraight
lines are considered as “words” in a language. rkgtis a
“sentence”, which is a chain of straight lines, mected
together, representing an edge curve on the factriAgface
is a “body text” composed of many strings, whicHdsoa
syntactic description about the identity of theefac

A novel Ensemble String Matching scheme (ESM)

is

designed, which can handle the uncertainty problems

regarding the direction of each string and the oaddifferent
strings when matching two Stringfaces. Differenonir

ECOGNIZING human faces with appearance changeenventional string matching techniques that prevadsingle

from one exemplar photo per person is an imporaait
challenging problem, both in theory and for praaltic
applications. A recent question to computer vigiesearchers
is whether we can recognize partially occluded daire an
unconstrained environment when only one example yier
person is available, for example, if only a passpoiidentity
card photograph [54] is available for each personthe
database. It is clear that the locations, sizes strapes of
occlusions are not predictable in real applicatiansl thus
their effect cannot be removed by employing preudafi
regions. If, however, we can introduce a mecharismng
the similarity calculation process to intelligentdgtermine the

matching score, the similarity between two Stricgfais the
aggregation of an ensemble of similarities betwesh
matched string pairs. This is believed to be tingt foiece of
work that uses a syntactic string representatiah raatching
concept to address the frontal face recognitioflpra. Some
of the ideas presented in this paper were initiedlyorted in
[53]. In this paper, we report the complete and ated
formulation, along with an extensive experimentedleation
of our technique.

The rest of the paper is organized as follows:iBe@ gives
a brief review of the related primitive-based reatign
techniques and string matching methods. The Saogyf
representation and matching concepts are propos8edtion

occluded areas and exclude them from the similarity \yith a detailed description of a novel Ensem8leing

measurement, it seems possible to solve this proble
Although there are studies [8],[49]-[52],[56],[5®at have
attempted to solve the problem of recognising phyti

Matching approach. In Section 4, we report the resite
experiments that have been conducted to validae
feasibility and effectiveness of the proposed metheinally,

occluded faces, a number of important theoreticatl athe paper is concluded in Section 5.

practical issues in this task remain unsolved. &mmple,
how to better determine the locations and shapeshef
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Il. BACKGROUND

In practical applications, faces often have to éeognized
from a single exemplar image per person, for examghen
just a passport or identity card photograph islalée as the
sample of a person. This presents a further clgdldn the
face recognition problem, due to the additionatrietions on

th
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the training data that can be used and the redognit
technique itself.

Primitive-based methods have been proven to betafée
when dealing with the single sample problem [13jcérding
to the types of primitives, these approaches canldssified
into three groups: low level, intermediate leveiddigh level
primitive-based approaches. In low level primitbhased
approaches, a face is represented by a group wtitigleelated
points whose spatial information (i.e., the locaticof these
low level primitives) is used for recognition [33h5]. Low
level primitive-based approaches rely only on thatisl
information of an image, but lack the capacitydpresent the
local structure of a face. In order to deal witlsthroblem,
primitives  with additional structural information rea
introduced. In [24], a face is described using & sk
Directional Corner Points (DCPs) with three atttés) which
integrate spatial features and additional struttuafarmation
about the connectivity to their neighbors. The dtral
attributes of DCPs enhance the discriminative powfethe
descriptor, allowing it to achieve not only a netible
accuracy increase over its low level edge map espatt, but
a lower computational cost and memory requirentdnbugh
the use of sparse points. Line Edge Map (LEM) j&Gnother
intermediate level primitive-based face represématand
recognition approach, whose primitives are line nsegts
grouped from the pixels of an edge map. The aduititocal
structural attributes of orientation and length e both
better discriminative power, and greater robustrteseoise
than low level primitives.

In theory, a high level primitive-based approacét turther
considers the interrelationship between intermedibkvel
primitives can achieve a higher level of perfornanoy
providing a meaningful complete interpretation loé image.
An analogy in understanding a language can be drwn
illustrate the concept. The low level primitivesgie pixels)
and structural primitives (e.g., straight linesh ¢e viewed as
the letters and words of a language, while higlell@vimitives
(e.g., curves) are regarded as sentences of tigedge that
are generated from the words according to a gramidence,
a high level primitive-based approach is sometimated a
syntactic approach.

String matching is a syntactic and structural mettior
similarity measurement between strings or vectarg] has
been widely used for pattern matching in molechlaogy
[25], speech recognition [26], and file comparid@id],[28].
Strings can be classified into two categories: sylimbstrings
and attributed strings. The goal of string matchatgprithms
is to find a sequence of elementary edit operatitret
transform one string into another at a minimal cdgte
elementary operations are often deletion, insertiand
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converting them into a string. One of the prominent
advantages of string matching is its ability tofpan partial
matching without requiring prior knowledge about thcation
and size of the missing data in the string. Furtfwee, it is
also very robust (often invariant) to spurious ieu and
noise. This is particularly appealing when recogmgz

complex objects such as human faces because in real

applications, occlusions can occur at any locatemg with
arbitrary shapes and sizes. However, with the atistate of
technology, string matching cannot be used for geizing
natural images containing complex discontinuousufes, as
it only works on matching a single 1D sequentiallglered
pattern (which only can represent a single contisuo
contour/silhouette of the shape) to another one. olio
knowledge, there is no frontal face recognitionngsstring
matching techniques. The most related work is f80human
face profile recognition. It encodes a continuoasef profile
silhouette into a chain of connected profile liregments to
perform string-to-string matching, which outperfamun the
point-to-point [32] and line-to-line [10] matchingethods.
However, it can only represent the continuous si#ite of a
profile face, and other important but unconnectestircttive
features such as the eyes, eyebrows, mouth, asdamot
be used. Also, it performs a global alignment ono tw
sequences of lines and fails to work when a facéilprhas
occlusions.

In this study, we propose a novel high-level Stidcg
representation that describes the complex discontis facial
features in a human face as an ensemble of atdbsttings
by integrating the structural connectivity infornoat of a face
image. A new Ensemble String Matching techniqueiciviis
invariant to the order of strings and is able tdiqgen forward-
backward string matching, is developed to addrdss t
discontinuity and order uncertainty problems irrigfface.

A. Stringface

The primitive string of a visual object is an abstrand
high-level representation. However, conventionakingt
matching techniques are limited to continuous @mnected)
primitive representation and matching. For exampgkeing
matching [30] was used to measure the similaritywben two
continuous silhouettes of profile faces by ignorinther
important but unconnected distinctive featureshsas eyes,
eyebrows, mouth, and ears. A human frontal faceaims
complex discontinuous features, and it was oftsumed that
string matching techniques were not suitable fontal face
recognition.

In this study, we define a syntactic representatifna

ENSEMBLE STRING MATCHING OF STRINGFACES

substitution of string symbols. The most well-known, man face, StringfaceSt ), which is an ensemble of strings

application of symbolic string matching is the $ipgl checker
algorithms built into word processing applicatiossch as

Microsoft Word. The use of symbols was found to be

inadequate for achieving complex shape recognif{i2@]
because symbols are discrete in nature while nmostgms of
shape recognition deal with attributes that areichiy
continuous. To overcome this, attributed stringahitg [29]-
[31] was proposed for measuring the similarity bges by
tracing the contour of a shape using a seriesiofifives, then

where each string describes a facial componenhdStin S-
are separated by null primitives as

S =85¢S¢--¢S, ¥S,, (
where n is the number of strings irBF . Each stringS,,
p=1...,n is a sequence of connected primitives as
S, =L,L L

q q+l”' g+m, ?

@)
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where L, is the gth primitive in SF and (m_+1) is the Summarise the two cost functions for the convergeo€
K P reading this paper. Readers can refer to [30] forendetails.

Let A“<i> and B' < j> be two primitives merged from
Cognitive psychological studies [33],[34] indicatetat . . V1A A A .

humans recognize line drawings as quickly and alnass string segments Al —k+1:0) = L7, L7y L (with k
accurately as gray-level images since the line ohgsv primitives) and B(j—IJrl:j):L?_|+1|_EJ.‘_|+2~~LEJ.3 (with 1
preserve most of the important feature informatibn.this imiti in StrinafacessE s tivelv. Th ¢
study, line segments, which are obtained by apglyinDrlml ives) in Stringfacess, an s reSpectively. The cos
polygonal line fitting [35] to the edge map of @éamage, are function of a change operation froM <i > to B' < j> is
employed as building units (i.e., “word” primitive®f a defined as
Stringface. Each primitivel.(1,0,x,y), is associated with four C(A<i>-B <j>)=
attributes 1, 6, X, and y, representing the length, Ko Ko .

I —1 fA@ .0 Xy,
orientation, and (x,y) midpoint location of the din | 1A ))+"( 2 yj"
respectively. The line orientatiod is defined as the angle It measures the length differencds“(~1' |), the intersecting

with respect to the horizonta_ﬂ?he Stri_ngface represents ”°tang|e of orientations4(¢,6')), and the distance between the
only the local structural information (by attribateof

primitives) but also the global structure (by sgsnof Midpoints 4|(X, V(%) ||) of A‘<i> and B'<j>.
primitives) of a face. Fig. 1 gives a visual illatton of an  Whenk =1 and| =1, no merge is performed and the above
example Stringfac®F = S ¢S,¢--- ¢S, #S,¢p---¢S,, change operation reduces to the conventional owedo

number of primitives inS,.

®3)

Whereszg = L134L135L136L13J' 18L139' Change operatiorA <i>—B < J >
The cost of merging a sequence d primitives
e N L —3 e Ali —k+1:i) into one merged primitiveA“ <i > is defined
'{/' g : [l - = .\."
“ /"E‘;i‘l R # t;f'-\ - D3 as ) ) ]
AP ST C(Al—k+1:i)— A <i>)
-:: ;(,* || :»._:--”( E13 1136 k—l i v (4)

/‘.: .w““l‘ I,‘-’ S ;1 1137 = f( |k Z A(g ,0 )qu),

/ ﬂz . 39 g=i—k+1

o l ®) 8 where 1¥ and ¢ are the length and the orientation of the

} = merged primitive A <i >, |_ and ¢, are the length and the

q
Ly orientation of primitivel, in Ali —k+1:i) before merging.

i o A Every A(6*,6,) is weighted by its normalized length/1"

4 ol L
@ SF | ’ by assuming the contribution of angle difference @krimitive
(©) S, is proportional to its length. The number of meoperations,
k-1, is also factored into the merge cost.
"’ The insert and delete operations used in [29] 86fdre not
needed due to the embedded partial matching mesrhaini
SF = S¢S, &+ @Sy $Sy ¢+ 95, the proposed ESM (see Sectidi.
Fig. 1. Visual illustration of an example Stringface usiirg segments as  jj Bounding merge operation by null primitive
primitives. '

As a Stringface is composed of multiple stringsndigéd by
null primitives, the merge operation has to beriesd in the

Let SF,=8"-§'=L;--L, and SF,=S--S§’ = same string, that is, the primitives in strir§ cannot be

B. Ensemble Sring Matching

LE‘-nLﬁ,Z be two Stringfaces representing the test facetl@d merged with primitives in its neighboring strind3, , and

model face, respectivelyy, andn, are the numbers of strings S,,,. For a primitivel, € S,, the merge operation has to be
in S, and S/;. N, and N, are the numbers of primitives stopped by the first¢ primitive it meets. Hence the
including null primitives inSF, and SF;. maximum number of primitives that can be mergedwit is

) ) bounded by
i. Cost functions

p-1
Attributed string matching (one string matched mgai m_bound, =q—> IS |- (p— 1), (5)
another string) has been used in contour [29] amdec[30] =1
matching. Their cost functions have proven to Hective for Where|S | is the number of primitives in thé string.
handling segmentation errors and the inconsistpnalylem in
corner detection. In this study, we use the sansefcactions
for change and merge operations as in [30]. Heeebuiefly The similarity matching between the two Stringfacaa be

iii. SM matrixes
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characterized by the edit operation costs usingadyo
programming, which generates &M matrix pair, i.e., a
similarity matrix S and a merge step matri. The SM

matrix pair has a size dfN, +1)x (N, +1) as follows.
s(0,0) s(0,1) s(ON, )

s(1,0) s(L1) S(N;) (6)

s(N,,0) s(N,,1) ... s(N,,N,)
where each elemery(i, j) records a similarity value between
the primitives in S, and S=; along the path determined by
its corresponding elememt(i, j) in M.
m(0,0) m(0,1) m (ON, )

m(1,0) m(L1) m (1N, ) R

m(N,;,0) m(N,,1) ... m(N,.N,)
where each elememh(i, j) contains two merge step valuks
andl| (see Eg. (10)).

The element s(i,j) stores the maximum accumulateq

similarity between two segments (a segment is &igroof a
string) of Stringfaces starting frora® and L}, and ending at

L/ and L'j3 respectively, as defined in Eq. (8).

I ifLA d®
S(i,j):[rgé}X(w ) i .¢¢>_an 1=0 -
0 otherwise

where T(k,1) is the accumulated similarity resulting from edit,

operations as defined below.
{S(i—k,j—')-i-s ifS>0 ©)
0 otherwise

The merge steps that produce the maximirk,|) are
recorded inm(i, j) as

m(i, j) = argmaxt k| )

Tk 1)=

(10)

If either L' or LEJ.‘ is a null primitive, s(i, j) is reset to zero
(see Eq. (8)). This is to ensure thatk,l) will not increase its
value by edit operations on primitives beyond therent
string.

To seamlessly include the partial matching mecmaristhe
design of ESM, the similarity paramet®m Eq. (9) is defined
as

S=A—[C(Ali—k+1:i)— A <i>)

+CB(j—1+1:j)—B < j>)
+CA<i>—=B <j>)

11)

Inputs: SF, = L7y Ly, SFp = L5151},
Outputs: S(SF,, SF5) . M(SF,, )
s(0,0)= 0; s(i,0)=0; (0, )= 0;
fori=1to N,,j=1to N,

H B

if L' ==¢ or L] ==
s(i, j)=0;

else

fork =1 to m_bound”,l =1 to m_bound?
S=A—[C(Ai—k+1:i)— A <i>)
+C(B(j—I1+1:j)— B <j>)
+C(A <i>—B' < j>)]
i—k,j— if S>
T(k1)= s(i—k,j—1)+S |fS_0. :
0 otherwise
end
(. 1) = max(r & 1))
m(i, j) = argkrlﬂaX(r (I

end
end

Algorithm 1. The propose8-M matrix pair generation in ESM.

iv. Similarity measurement

The similarity of associating a group of segmentsmf
tringface §~, with a group of segments from Stringfalke,
is computed as:

S

1
T

ZTi)\

i=1

X i: Scorg) (12)

i=1

S(SF SFg) = €% (

where Scorg is the similarity score of theh matched string

segments betweei®, and S, and f is the number of
matched string segments (There may be more than one
matched segment, or none, in a single string).is the
thresholding value to decide the strength of aigamatching

(see Eq. (11)).7; is the number of change operations for

corresponding theith matched segments in the two
Stringfaces. ¢ is a weight term taking the importance of
matching a larger percentage of both Stringfacesthia
similarity measurement design, according to theeplaion
that humans consider the percentage of similar ecnt
between two objects when judging the quality ofehatg.
5:l(lengthof matched SF,  length of matched SFB) (13)

2 length of SF, length of S+

where )\ is a threshold to decide the strength of partial The pairs of matched segments are found by firsating

matching. If the combined cost of merging and clivang
primitives is greater than\ (which gives S<0), these
primitives are considered as outliers and discafdad ESM.

This is achieved by setting (k,1)=0 when S<0 (see

Eq.(9)). The detailed algorithm of creating ®&&1 matrix pair

is given in Algorithm 1.

the maximal element ir§. Other matrix elements leading to
this maximal value are then sequentially determibgdM
with a traceback procedure ending with an elemédntSo
equalling zero. The maximum value is recorded as th
similarity score of this matched segment pair. Befo
searching for the next matched segment pair, allelements
in S related to the pervious matched primitives ardseero

to avoid matching a primitive in one Stringface riltiple
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primitives in the other Stringface. The above thaak
procedure is repeated until all the elementSirre 0 to find

all Score for Eq. (12). (see Algorithm 2).

v. Analysisand example

Different from a conventional string that guarastebe
order of primitives is maintained in each instansgjngface
is actually an ensemble of strings in which boté thder of
these strings, and the start and end of each stimrg
interchangeable. For example, an object X in thdiéerent
pictures is encoded into Ss

S:A = %A(ZSSzA = L1L2L3L4L5L6L¢L9L10L11(L8: ?) . S:B:
SoS =Ll pLLid LbL, S =SS =L,
LLLLLoLd ), Note that there is an order change g
strings betweenS, and S, and a direction change

between the *Lstring of S5, and the 1 string of SF.. The
proposed ensemble string matching gives similasitipies of

(S, SF,) =1 (Scorg =7\, Sore, =3\, 1, =7, 7,=3
, =2, ¢=1) and S(SF..F,)=1 (Scorg =3\,
Score =2 (1=2,...,8), ,=8 7=1(1=2,..8), f=8,
¢=1), equalling the 100% self-match &(S-,,F,)=1 (
Sorg =7\, Sore, =3\, 7, =7, 7,=3,f =2, {=1).
This provides the required string location and aiomn

mutation invariances.

Inputs: S(§F,, ) , M(SF,, )
Outputs: Score(i), i =1,---, f
i=0;

do

/I Find the maximum element i® and its location.
max_S= max$ ; (r,c) = location of maxg ;

/I Initialize Start & End of matched segment.
(rSart,cSart) =(r,c); (rend,cend) =(r,c);

/I Trace back using,| in m(r,c).

rl=rSart—k; cl=cSart—1;

t=1,

while s(r1,c1)> 0
(rart,cSart) =(rl,cl);

rl=rSart—k; cl=cSart—1;

t=t+1;
end
if s(rSart,cSart) <\

i =i+1 Score(i)=max_S;t(i)=t—1,

end

/I reset rows between rStart and rEn&ito O.

s(rSart:rend,0:N,)=0;

/I reset columns between cStart and cEng o O.

S(0:N,,cSart :cEnd) = 0;
while max@)> 0

scores in ESM.

Algorithm 2. The proposed S-M matrix indexed searching of similarity
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Fig. 2.
decide the sequence directions of the strings.

s:B = %.B te SZBSL?24LB].24'812L'BIZ7’ N SBJBB 1&1’7B lg 1|32 J.SIZ L?&B; IT?S LI?%Q SEO ’SKS'BIZ

An example of the ensemble string matchiatyveen two Stringfaces. The squares and the sireferesent the starts and the ends of stringshwhi
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B B B B B B
o st @ 1S76| @ |S27| & |S28| P |S20| @ |S50| "

5246 * 0 * 0 * 0 * 0 * 0 *

¢) o|lofo| Ol Of Of 0 00 00 O (

5247 * 0| 0 * 0 * *

) ol 6] of of of o g

SéAB #*lol|*|lo|*|o]=* *

The Siilarity MatixS(¥F, Fp)

"‘555 ¢L?25L?25¢5287"‘ "‘Sgs ¢ Llf34Llf35L§3 LL1?37L£1?38
Sfe Sfe
¢ ofo|o]o ¢ olo|loflo| of of o
L411 olo|o]o IL711 of726) 0| 0| of o of(
L4112 ojo|ofo 1712 olofi7ef o| o] 0| o]0
L413 ojlo|o]o L7413 0| 0|677209¢ 0| 0| 00
1414 ojlo|o]o L7 14 0| 0| 0 [25.9110.001.00 0 |0
115 ojo| oo L% 14 0| 0| 0 0]22681.0§3.140
¢ ofo|o]o ¢ olo|oflo| of of o
St s
S(55,55) S(55,5%)
Fig. 3. Matrix S and traceback result.
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o|lo|oflo| of of of of o g ¢
«lojx|o|*|o|*|o|alo]*
0 9 o] o] o] o] o d d
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The Merge Step Matrikl (SF A,SFBj

"'555 ¢ L£1?25L£1?25 ¢ SZB7 "'Sga ¢ L§34L£1?35L§36L§37L5i381‘§39 ¢ 53’?0
S5 S36
d) x| x x | x ¢ x x x x x x x | x
L11 x|(1.1)[(1.1)] * L4414 x| (1,1)[(1,2)[(1.2) (1,1)](1,2)[(L,2)] *
141, x|(1.1)[(1.1)] > L4, x| (2,1)(1,1)[(1.2) (1,3)](1.1)[(L,3)| *
L413 x|(@,1)[(2,1)] x IL415 x [(2,1)(2,1)[(1,1)[(1,2)| (1,1)|(1,2)|
L1414 x [(2,1)[(2,2) x L4 x |(3,1)(2,1)[(2,1)](2,2)(1,2)|(1.2)| x
L11s x [(2,1)(2,2)| x L4, x [ (1,0)@21)[@2.1) (1,1)(1,2)[(1,3)| x
¢) x| x x | x ¢ x | x x x x x x | x
S S
M(53;,5%6) M(S55,555)
Fig. 4. Matrix M and traceback result.

We now show a real example of the proposed Stre®gfa The FRGC ver2.0 database contains 50,000 recordings

matching approach. Fig. 2 (a) and (b) visualizen§faces

(see Fig. 4), which means thaf,, is not merged with any
other primitives and primitives?,, and L>,, are merged into
a new primitive in the matching process. Then veedback
by one primitive in S5, and two primitives in S, (see
Algorithm 2) to entry (L,,L5,), with similarity value
s(L,, L5, = 25.97 and merge stepn(L},,,L,) = (2,1). A
whole path (marked in red in Fig. 3 and Fig. 4) bantraced

-1 by repeating the above process. The merged prigsitin

strings S;,and S}, during the matching process are shown in
Fig. 2 (f) and (g), respectively. The similarityose between
Siand S, is 31.01. Note that the similarity score between

S, and S}, is 0.

IV. EXPERIMENTAL RESULTS

Three publicly available databases (the AR facelohe
[37], the FRGC ver2.0 face database [38], and tHelIC face
sketch database [2]) were used to evaluate thete#aess of
the proposed approach. The AR database consisteesf
4,000 frontal view images of 126 persons (70 mald &6
female). Each person is represented by 26 imagasirea in
two different sessions with a two-week time intériach
session contains 13 face images under differerttifig
conditions (right light on, left light on and botlghts on),
different facial expressions (smiling, angry, areaming),
and partial occlusions (sunglasses and scarf). Somages
were found missing or corrupted for a few persdige photos
of 117 persons having complete sets of images (& @and
53 female) covering all conditions were used
experiments. Fig. 5 shows an example set of im&ges one
person in the AR database used for our experiments.

(@) (@] [0
A sample set of AR
under controlled/ideal conditions taken in thetfigsssion; (b-d) faces with
different facial expressions taken in the first ss@s; (e-g) faces under
different lighting conditions taken in the firstsséon; (h-i) faces with different

; jo
Fig. 5. face images from onesqer (a) Neutral face

partial occlusions taken in the first session; (jeutral face under
controlled/ideal conditions taken in the secondsiees (k-I) faces with
different partial occlusions taken in the secorsb&m.

divided into training and validation sets. The niag set

&, and S5 of two different face images from the sameonsists of 12,776 images from 222 persons, whietewaken

person in the AR face database. Fig. 2 (c) disptags27th
string of SF, with 5 primitives (,L5,15,15.+%,). And Fig.
2 (d) and (e) are the 29th and the 26th string&gf with 6

and 2 primitives, respectively. TI®&M matrix pair calculated
by Algorithm 1 is shown in Fig. 3 and Fig. 4. Fjnate locate

the maximal element of matri& which is s(Lj};, L}, =31.01
in Fig. 3. The merge step of this entryrgL},, L5,y = (1,2)

in 9-16 sessions. The validation set contains imdgem 466
persons collected in 4,007 sessions. The numbeesdions
used for taking photos of each person is differeanging
from 1 to 22 sessions (410 persons were photogdajph2 or
more sessions). In each session were recordeccémirolled
still images, two uncontrolled still images, an&@DbD scan. In
our experiments, all the 466 persons in the vabdaset were
used for testing. Different from the AR databadere are
multiple neutral expression images for each pemsdhe first

in our
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session of FRGC. The first image in the first smssias used
as the single model of the person. One test image@rson
was randomly selected from the remaining neutrakression
images (after having taken out the model imagahefperson
in all sessions.

£R8
SN

Fig. 6. Example sketches for faces from (a) thedaRibase and (b) the
CUHK student database.

olalenl infels

Fig. 7. Samples of the cropped faces used in quer@rents.

The CUHK face sketch database (CUFS) contains lsstc 4.2. Face recognition under controlled/ideal conditions
drawn by an artist based on 123 faces from the ARlise To have a complete performance evaluation acrobs al
[37], 188 faces from the Chinese University of Hdtgng recognition conditions, the system performance unde
(CUHK) student database, and 295 faces from the XM® controlled conditions was first evaluated on botR And

recognition rate is plotted against the values\oin Fig. 8. It

is found that Stringface with a low thresholdinduea(i.e. A

=2) performed badly. It improved quickly and reaththe
optimal value when\ ranged from 8 to 14. For all the other
experiments in this studyy, was set as 10.

100

Recognition rate (%)

~ ] 0
| =Y — ol ~ a1 Xrs 2 4 6 8 10 12 14 16 18 20
- L Thresholding value X

Fig. 8. The effect of\ on the recognition rate under ideal conditions.

database [39]. All the 311 sketches for the faagesthe
publicly available AR and CUHK databases were Lseour
experiments (see examples in Fig. 6).

In all the experiments, a preprocess was applieshtmalize

FRGC ver2.0 databases. The recognition rate optbposed
approach together with those of p-SRC, AWPPZMA, 1CA
Eigenface, LEM, and DCP approaches are summariged i
Table 1.

(in scale and orientation) the original face imagash that the

. - Table 1. Performance comparison under controlledlidonditions.
two eyes were manually aligned roughly at the saosition

: . . . . R ition Rate (%
with a distance of 80 pixels. Then the facial regiovere Method ARecogm on ?;Eéé)
cropped to a size of 160 x 160 for recognition. 8@rample .

. . . Stringface 96.58 82.62
cropped faces are displayed in Fig. 7. Note thattle D-SRC 97.43 81.76
experiments employ a single model per person magchi AWPPZMA 92 31 727t
scheme. ICA-I 82.0¢ 65.4¢

The performances of the proposed method are comipare
with the major benchmark approaches that can handle |
appearance changes including partial occlusiongoanzhn 'l-)EC’\"': gi-gﬁ gg-gf_

perform face sketch recognition. They are: (1) ipared
Sparse Representation-based Classification (p-SRIO],
Independent Component Analysis Architecture | (13A41],

From Table 1, it can be seen that the proposedoappr

- . . performed similar to p-SRC, AWPPZMA, LEM, and DCP
Adaptively Weighted Patch Pseudo Zernike Momentaprr methods, and significantly outperformed ICA-I anddhface

(AWPPZMA,) [42], Local Probabilistic approach (LocH8], methods on the AR face database. On the large FRGBZ0

which achieved state-of-the-art performances in dhiag database, the Stringface and p-SRC methods achievet
partial occlusions; (2) Eigenface [17], which isetimost better acc,:uracies than the rest of the methods sy be
popular ‘benchmark in  performance comparison of faqfecause the images of the same person under ioleditions
recognition approaches; (3) Line Edge Map (LEM)][20d in the FRGC ver2.0 database have larger variativars those
Directional Corner Point (DCP) [24] methods, whicke in the AR database and AWPPZMA. LEM. and DCP mesho
descriptors based on the same source of edge iaflam(but ;.o 1ot as robust as Stringface and,p-SR,C to WEsations.

in an intermediate-level primitive manner) to bemelk the The Eigenface and ICA-I methods work well as loisgtie
discriminative power of the proposed high-levelresgntation test image is “similar” to the ensemble of trainsamples and

and matchlng. ExpenmenFaI results in all the t_abbre the training set should include multiple imagesath person
presented in groups according to the above thriegeaes for with some variations to obtain better performartdere, all
easy comparison. experiments employed a single model per person himggc
41. Theeffect of \ scheme. Hence, the single model based methods, i.e.
. . Stringface, LEM, DCP, and AWPPZMA, achieved higher

The effect of \ in Eg.11 on the recognition accuracy Wa?ecognition rates than Eigenface and ICA-l. Paniéid SRC
investigated on the AR face database, in whichrieetral [40] is the state-of-the-art method that can retzmriaces
faces under controlled/ideal conditions taken im tfirst

: ) ith i ions, i illuminations, d
session (e.g., Fig. 5(a)) were selected as the Insetieand the w varying = expressions, varying fuminations, can

. o . occlusions. Although there is only one sample image
neutral faces under controlled/ideal conditionsetakn the -
. ; X , it still f d I (97.43% and &%),
second session (e.g., Fig. 5(j)) were used asetfteset. The person, it still performed very well ( °an 0), as
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did the proposed approach (96.58% and 82.62%) dh bdact that the scarfs covered a larger facial aten tthe
sunglasses.

enens

databases.

4.3. Facerecognition under partial occlusions

The proposed Stringface approach is, in theorye abl
effectively find the most discriminative local pafstrings) for
recognition without requiring any prior knowledger o
assumption of the occlusions. The capacity of trepgsed
approach to recognize occluded faces was studied) tso
publicly available databases. The AR Face databhaseused
to evaluate the system performance on real occlidees,
while the FRGC ver2.0 database was employed tcstigate
the sensitivity to the size of occlusion using saene strategy
as in [43]-[46].

Table 2. Performance comparison for sunglassessead occluded faces.
AD: Accuracy decrease due to occlusion comparedhtd under ideal

conditions in Table 1.
Methods

Fig. 9. Examples of model and occluded tasts. (a) Model image; (b-k)
The corresponding test images with occluding blaaksizes 10x10, 20x20,
..., 100x100 respectively at a random location.

2) Sensitivity to occlusion size

Sensitivity to occlusion size is often used to ditatively
evaluate the robustness of an algorithm to occhssiin this
evaluation test, we employed the same experimeattaiegy
as in [43]-[47] on the large FRGC ver2.0 databdde test
images used in Section 4.2 were occluded by a sqfagx s
at a random location, while the model images repdhin
unchanged without occlusion (see examples in Fig.TBe
size of the occlusion ranged from=10 (0.39% of the
image) up tos=100 (39.06% of the image) with a step size
of 10.

100

Session — 1 (%)
Sunglasses | Scarf
Accuracy| AD |Accurac)| AD

Session — 2 (%)
Sunglasses | Scarf
Accurac| AD |Accuracy| AD

Average
Accuracy (%)

87.18
85.47
80.0*
70.0*
54.70

9.40
11.96
N/A*
22.31*
27.35

94.87
90.60
82.0*
72.0*
56.41

1.71

6.83

N/A*
20.31*
25.64

76.07
72.65
54.0*
58.0*
39.31

20.51
24.78
N/A*
34.31*
42.74

88.03
85.47
48.0*
60.0*
50.43

8.55
11.96
N/A*
32.31*
31.62

86.54

83.55
66.0
65.0

50.21

Stringface
p-SRC
LocPb

AWPPZMA
ICA-|

90

LEM 58.12 |38.46| 29.91 |66.67| 43.59 |52.99| 22.22 | 74.36 38.46

DCP 28.20 | 66.67| 6.84 |88.03| 14.53 [80.34| 598 |88.89 13.89 80!
]

* The values with asterisks are from [8] and [48]images of 50 randomly 708

g

selected persons. [:

60

1) Recognition with real data 0

Recognition rate (%)

In this experiment, the neutral face images in finst dop| e :\\ N
session (i.e., Fig. 5 (a)) were used as the moadide the 10|70~ AWPPZMA \E\ o \4
occluded faces with sunglasses and scarfs in betfirst and ol | pon N, B
second sessions (i.e., Fig. 5 (h), (k), and Figi),5(1)) were ol j_l]SEcl\I/’[

g
100

used as the tests respectively. It is observed frable 2 that

occlusions affected the performances of all methaitls an % 10 20 30 40 0 e 70 80 0
accuracy drop ranging 9.40% - 66.67% and 1.71%.0388 Oeclusion size

for faces (Session 1) with sunglasses and scadpgectively.
As expected, the proposed method and the baselatieons
that can handle occlusions performed better thdmerot The accuracies of the proposed method and the bearkh
benchmark methods. However, the Stringface (86.%#% approaches are plotted against the occlusion gsiZ€ig. 10.
average) and p-SRC (83.55% on average) perform@the proposed Stringface method demonstrated arityabil
significantly better than other methods includihgge robust superior to all other methods when recognizing iaifyt

to partial occlusions, and the proposed Stringfawesistently occluded faces. For block sizes from 10x10 up t®580 the
obtained the highest accuracies under all four itimnd (2 performances of Stringface and p-SRC were neasgriant
sessions and 2 occlusions). The sunglasses arfd §8assion to occlusions, while all other benchmark algorithms
1) only resulted in a small drop of accuracies @34and experienced big drops in accuracy. For block simas 70x70
1.71% for Stringface, and 11.96% and 6.83% for &SR upwards, the performance gap between Stringface8473
respectively). It is interesting to note that thegosed method and p-SRC (68.45%) started to increase quickly,
only has a 1.71% accuracy decrease when the fa®es @cognition rates of the other methods droppedifsigntly,
occluded by scarfs, showing its superior capacithandling to below 35%. With a block size of 100x100, their§fiace
partial occlusions. The performance drops, duééofact that approach can still achieve an impressive recognitate of
occlusions in the session 2 images were bigger thase in over 60%, compared to p-SRC’s 38.41%. These results

Fig. 10. Recognition under varying sizes of randootlusion (10x10,
20x20, ..., 100x100 of occluding blocks).

and

the session 1 images, are understandable as tleeclass
variations increase when taking the session 2 mstafter a
two week time interval. As we expected, the resoksall
algorithms that can handle occlusions (Stringfgue&SRC,

demonstrate the significant superiority of the sgd
Stringface method in handling partial occlusionise Buperior
performance of the Stringface method is believedeaue to
its content-based partial matching scheme (which ke

AWPPZMA, ICA-l, and LocPb) show that recognizingevery piece of non-occluded content, within regiafisany

occluded faces with scarfs is easier than with Essgs,
because the eye areas carry more identity relafedmation
than the mouth and nose areas of a person's faspitel the

shape, into the recognition process automaticalhgtead of
the subregion-based matching scheme used by otétrods
(which cannot differentiate occluded and non-ocetlidreas
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within a subregion).
4.4. Face sketch recognition

Computerized sketch-photo recognition has attractedh
attention recently [2]-[7],[58]. This section exaras how the
proposed Stringface method performs for directbogmizing
a face sketch with only a single sample photo pesqn. We
randomly selected 100 persons from the AR datalzesk]150
from the CUHK student database. The neutral facetgsh
from the first session (e.g., Fig. 5(a)) and theose session
(e.g., Fig. 5(j)) of the AR database, and from GEHK

12 that the proposed Stringface approach obtaineq v
encouraging accuracies when directly applying itsketch
recognition, considering it as a general face rpitmmy
technique without using any sketch-photo synthiesikniques
as used in [2]-[6]. Its better performance agalestichmark
methods may be attributed to the structural reptesen in
Stringfaces and the flexible partial matching medsm. A
sketch drawn by an artist (1) depicts the struttura
characteristics of the person’s face, and (2) éostgsome
shadow textures to abstractly reflect its 3D shafmmation.
A pencil can replicate the structural features daee photo

student database were used as the single sampléBeof quite well. Stringfaces generated from facial suies in

persons, respectively. Their sketches were usddsss. Fig.
11 and Fig. 12 show the cumulative match score (CM$he
proposed approach and the benchmark algorithmsaocesf

nature selectively take the reliable informationacketch for
recognition. This result, obtained from a compusion
system, seems in accordance with the findings ghitive

from the AR database and the CUHK student databaggychological studies [33],[34] that show that huma

respectively. Note that the recognition rates GRE in Fig.
11 and Fig. 12 are only for rank = 1 as it can goéyform
rank 1 matching (In rank N matching, a correct rhais
counted only when the model face from the sameopesais the
test face is among the best N matched model faces).

100

90

80

& 70
o
§ 607
- —p— Stringface

_? 50 < ® p-SRC
5 - --&- AWPPZMA
£ 40 . - B [CALL
s o ——PCA
® -<-LEM
2 301 ——DCP
K
S 20
E 7
3
O A0

0 \ . , . , , | ,

1 2 3 4 5 6 7 8 9 10
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(a) Matching results between sketches and photos (same session)

100

% W
§ 80
g 70
&
o 60
£
5 50 ——Stringface
8 . ® pSRC
s o~ AWPPZMA
o 401 - IOAT
2 ——PCA
8 30r— —-LEM
2 ——DCP
=]
8]

o

. . . .
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(b) Matching results between sketches and photos (different session)
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Fig. 11. Comparative performance of the proposedthad and the
benchmark algorithms for directly recognizing sket of faces from the AR
face database. (a) matching results between slethé photos from the
same session; (b) matching results between skedrfteghotos from different
sessions.

Due to differences between sketches and photosttzd
unknown psychological mechanism of sketch generd2,
face sketch recognition is much harder than norfaak
recognition. It is interesting to observe from Fid. and Fig.

recognize line drawings as quickly and almost asiately as
gray level pictures. Some even conjecture thataaries may
be better representations than natural images jalse
caricatures contain some kind of “super-fidelityiedto its
accentuated structure in addition to the essentiaimum of

identity information [48]. However, the experimentasults in
this section cannot be over-interpreted as supmpttie above
hypothesis because the benchmark approaches are blest
at handling partial occlusions (plus the most papblaseline
Eigenface and approaches based on similar sourfeatofres),
instead of all face recognition algorithms, uponickha

meaningful argument could be made.

—b— Stringface
® pSRC

-€- AWPPZMA

e [CAL

—*—PCA

-<-LEM

—+—DCP

90

80

70

608"

i

405
ib//
30.

20

Cumulative Matching Score (%6)

2 3 4 5 s 7 s 9 1o
Fig. 12. Comparative performance of the proposedthad and the

benchmark algorithms for directly recognizing skets of faces from the
CUHK student database.

Although sketches reproduce the shape and strlictura
features better than textures, they inevitably gragte some
distinctive facial features like caricatures, whinkiolve shape
deformation [2]. For example, it is observed thatsimof the
noses drawn in the sketches of CUHK faces are bitigen
those in photos. The flexible partial matching metgbm in
ESM can automatically exclude the largely distortr@as
from the calculation of matching score, thus eliating the
negative effect of large distortions in a sketchisTis
evidenced by the much higher performance of Staiogf
compared to non-partial matching LEM and DCP apghes,
which use similar types of structural information the
intermediate level. The differences in accuraaieBig. 12 are
larger than those in Fig. 11 because the sketch&3UsiK
student faces have larger distortions from theotps than the
sketches of AR faces (This also resulted in lowaueacies
on the CUHK sketches compared to those on the AR
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sketches). As the sketches of AR faces were draagedon
the photos taken in Session-1 [59], the recognitiates for
matching the sketches and photos from the samesg$sg.
11(a)) are consistently higher than those from edifit
sessions (Fig. 11(b)).

45.

The sensitivity to illumination changes is one dfet
important issues for the evaluation of face recogmi

Face recognition under varying lighting conditions

systems. The proposed Stringface employs a high-lev

syntactic primitive representation derived fromemmediate-
level representation of lines grouped from low-leeelge
pixels. We performed an experimental study to eataluhow
well Stringface performs for recognizing faces undarying
lighting conditions. The neutral face images in tAR
database taken in the first session (e.g., Fig) B(ere used as
the single models of the persons. The face imagdsruthree
different lighting conditions (e.qg., Fig. 5 (e)),(&nd (g)) taken
in the same session were used as test images.eSksrare
summarized in Table 3.

Table 3. Experimental results under varying lighttonditions.

Methods Recognition Rates (%)
Left light | Rightlight | Both lights | Average

Stringfact 94.0Z 94.02 73.5( 87.1¢

p-SRC 95.7% 96.5¢ 32.4¢ 74.9%
AWPPZMA 74.36 64.96 42.74 60.69
ICA-I 66.67 20.51 48.33 45.28

LEM 92.31 91.4¢ 73.5( 85.7¢
DCP 87.18 88.89 61.54 79.20

10

Table 4. Experimental results under varying faeiression changes.

Methods Recognition Rates (%)
Smiling Angel Screar Average

Stringfact 85.41 87.1¢ 26.4¢ 66.38

p-SRC 93.1¢ 90.6( 33.3¢ 72.3¢
AWPPZMA 96.58 87.18 38.46 74.07
ICA-I 81.19 73.50 31.62 62.10

94.02 87.18 45.30 75.50

LEM 79.4¢ 93.1¢ 31.62 68.0¢

DCP 63.25 94.02 28.20 61.82

V. CONCLUSION

In this paper, we presented a hew method for hufincemal
face recognition using a high-level string représton and
matching strategy. A new Stringface representatisn
proposed, which groups low-level “letter” primitiveinto
intermediate-level “word” primitives and then fueth
integrates their relational organization into highel
“sentence” strings. The similarity measurementad faces is
performed by matching two Stringfaces through a new
Ensemble String Matching scheme, which is able to
effectively find the most similar segments betwesvo
Stringfaces, regardless of the sequential ordestririgs and
the direction of each string in a Stringface. Imbedded
partial matching mechanism can recognize faces with
occlusions of arbitrary shapes and locations withrequiring
any prior knowledge or assumption of the missingiaes.
The proposed approach is compared against the bemkh
algorithms using three databases (AR, FRGC verar
CUFS). The promising experimental results demotesttiae
superiority of the proposed method in recognisirgtiplly

It can be seen from Table 3 that the proposed aphro occluded faces, and the feasibility of using a Hagtel

achieved an average accuracy improvement of 1.48%0the  syntactic method for face recognition, indicating naw
LEM method, which is one of the best illuminatimisensitive  strategy for face coding and matching.
methods based on facial edges for single model émag

recognition. This is believed to be due to the fhat the LEM
method employs an intermediate-level image reptaten
derived from low-level edge map representation, leviine
proposed Stringface approach represents not omlyldbal
structural information but also their interrelathips within a

face. Table 3 also shows that the proposed approac
significantly outperformed DCP, AWPPZMA, ICA-l, and 3]

Eigenface methods under different lighting conditio

4.6.

Similar experiments were conducted to evaluateeffects
of different facial expressions (smiling, angrydastreaming)
on the system performance. The faces with neuk@mession
in the first session (e.g., Fig. 5 (a)) were usedte model

Face recognition under varying facial expressions

images; the face images with three different expressiorg. (e

Fig. 5 (b), (c), and (d)) taken in the same sesgiere used as
the test images.

The experimental results are summarized in Tabl&he
smiling and the angry expressions caused the ré@mgmate
of Stringface to drop by 11.11% and 9.40% compaoethe
neutral expression in Table 1. The large expressimmges of
screaming significantly affected the performance
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