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Abstract—Radio Frequency Identification (RFID) is a technol-
ogy that incorporates the use of the electromagnetic spectrum
to uniquely identify people or objects. RFID technology has
major data stream issues caused by massive amounts of tags
simultaneously being captured by the reader that results in
collisions. This collision issue can be solved by using anti-
collision methods. The current ALOHA-based methods suffer
from insufficient performance, especially when a substantial
number of tags are present within a reader zone. In this work, we
propose a Modified Dynamic Framed-Slotted ALOHA (MDFSA)
technique to maximise the performance efficiency and to reduce
the total number of slots queried during the tag identification
process. The MDFSA approach creates new tag grouping rules
using particular equations according to the optimal efficiency
obtained for a specific number of tags. In this study, we have
demonstrated that our proposed method has maintained its
efficiency above other existing approaches, and has the most
effective performance.

I. INTRODUCTION

RFID technology is a promising technology that has the
potential to improve the efficiency of business processes by
providing automatic identification through data capturing. In
RFID systems, when numerous amounts of tags are simulta-
neously present in the reader zone, the reader is required to
have the ability to read data from individual tags. The technical
approach that handles trag collision without any interference is
called an anti-collision method.

The RFID reader is a powerful device that has sufficient
power and memory, while a passive RFID tag requires energy
from the radio signals sent by a reader to output its data. If
more than one tag sends their ID to the reader at the same
moment, a collision occurs and the ID will need to be re-
transmitted according to an anti-collision scheme. The main
focus of an anti-collision scheme is to read multiple tags as
fast and reliably as possible. The two types of tag anti-collision
algorithms widely used in RFID systems are the Tree-based
anti-collision, and the ALOHA-based anti-collision techniques.

In this study, we propose a method called a Modified
Dynamic Framed-Slotted ALOHA (MDFSA) to minimise the
total number of slots queried during the tag identification
process, and to maximise the performance efficiency. The
results and analysis from our experimentation demonstrate that
the MDFSA method maintained its efficiency above existing
methods and has the most effective performance.
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The remainder of this paper is organised as follows: in
Section II, we provide general background information related
to tag collisions and discuss different ALOHA-based anti-
collision approaches. We present our new methodology, the
MDFSA, in Section III. In Section IV, we present our experi-
mental evaluation, results and analysis; and conclude our paper
in Section V.

II. RFID BACKGROUND

RFID technology is an automatic identification technology
that transmits the identification of an object or person wire-
lessly using radio frequency waves. There are several methods
of identification but the most common is to store a serial
number that uniquely identifies a person or object such as
Electronic Product Code (EPC). RFID may only consist of a
tag and a reader but a complete RFID system involves many
other components and software, such as network, middleware,
and user applications.

Simultaneous transmissions in RFID systems lead to col-
lisions as the readers and passive tags typically operate on
the same channel. Three types of collisions are possible:
Reader-Reader collision, Reader-Tag collision, and Tag-Tag
collision. Tag collision problem is more complex than those
within reader collision categories. The various types of tag
anti-collision approaches for tag collision can be reduced to
two basic types: Tree-based deterministic approach [1], [2],
[3] and ALOHA-based probabilistic approach [4], [5].

In an ALOHA-based approach, tags respond at randomly
generated times. If a collision occurs, colliding tags will have
to identify themselves again after waiting a random period of
time. This technique is faster than Tree-based but suffers from
low throughput (efficiency) and tag starvation where not all
tags can be identified due to the random nature of chosen time.
The modern passive RFID tags use EPC Class 1 Generation
2 encoding scheme and ALOHA-based protocols for anti-
collision. Thus, in this study, we focus on the ALOHA-based
techniques in order to improve throughput rates and increase
performance efficiency.

A. Basic Framed-Slotted ALOHA

The Basic Framed-Slotted ALOHA (BFSA) is the simplest
of all the protocols that use a fixed frame-size for all the
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rounds. The reader offers information to the tags including
the frame-size specification and the random number selected
by each slot within the frame. Each tag selects a slot using
the random number and then sends its ID back to the reader
[6], [7], [8]. Since the frame-size of the BFSA is fixed, its
implementation is simplistic. However, the system’s efficiency
drops significantly in the event of there being too large or too
small tag counts.

In ALOHA-based anti-collision, there are three kinds of slot
as shown in Figure 1: 1) Successful slot where there is only
one tag reply; 2) Empty slot where there is no tag reply; and
3) Collision slot where there is more than one tag reply.

Tag 1 [E] Tag1 i Teg1
Slot=5 | LQuerRep Iot= 4 Iot: 3
Tag2
Slot=1

Tag3 Tag 3

Slot=2 Slot=1
Tag 4 Tag4
Reader Slot=2 Reader Slot=1 Reader

a) Empty Slot b) Successful Slot c) Collision Slot

Fig. 1. Empty Slot, Successful Slot, and Collision Slot in EPC Class 1 Gen2
Protocol.

B. Dynamic Framed-Slotted ALOHA

The Dynamic Framed-Slotted ALOHA (DFSA) overcomes
the problems associated with BFSA by dynamically changing
the frame-size according to estimated number of Backlog,
which is a number of tags that have not been read. In DFSA,
each tag in an interrogation zone selects one of the given N
slots to transmit its identifier; and all tags will be recognised
after a few frames. Each frame is formed of specific number of
slots that is used for the communication between the readers
and the tags. DFSA can identify the tag efficiently because
the reader adjusts the frame-size according to the estimated
number of tags [6], [7], [9]. However, the frame-size change
alone cannot reduce sufficiently the tag collision when there
are large numbers of tags because it cannot increase the frame-
size indefinitely. DFSA has various versions depending on
different tag estimation methods used.

C. Enhanced Dynamic Framed-Slotted ALOHA

The DFSA algorithms change the frame-size to increase
the performance efficiency of tag identification. However, as
the number of tags become larger than the frame-size, the
probability of tag collision increases rapidly. Since the frame-
size cannot be increased indefinitely, when the number of
unread tags is too large to achieve high system efficiency, the
number of responding tags somehow must be restricted. This
is so the optimal number of tags responds to the given frame-
size [7].

The Enhanced Dynamic Framed-Slotted ALOHA (EDFSA)
first estimates the number of unread tags. If the number of
tags within the interrogation zone is larger than the maximum

frame-size, the EDFSA algorithm splits the number of Backlog
into number of groups/sets and allows only one group of tags
to respond. When the reader limits the number of responding
tags, it transmits the number of tag sets and a random number
to the tags when it issues the query. If the number of estimated
Backlog is below the threshold, the reader adjusts the frame-
size without grouping the unread tags. After each read cycle,
the reader estimates the number of unread tags and adjusts its
frame-size. This procedure repeats until all the tags are read
[7]. The problem with EDFSA method is that it assumes that
256 is the optimal frame-size and splits tags into group set by
using the power of two (2,4,8...). This results in a decrease in
system efficiency when the number of tags is a fraction above
the threshold and the number of group sets will be doubled.

D. Precise Tag Estimation Scheme

In order to predict accurate number of unread tags and
determine the new frame-size; BFSA, DFSA, and EDFSA
algorithms gather and use information such as number of
successful slots, empty slots, and collision slots from the
previous round to predict the appropriate frame-size for the
next identification round. There have been several other meth-
ods mentioned in literature related to Backlog estimation,
including Schoute Method [10], Lowerbound method, Precise
Tag Estimation Scheme [11], Vogt method [12], and Bayesian
method [13].

In this work, we have chosen a Precise Tag Estimation
Scheme (PTES) [11] for Backlog estimation. PTES method
is easy to implement with low overhead computation, and
provides accurate tag estimation compared with other exist-
ing techniques. PTES approach assumes that for the current
identification round, each collision slot has at least 2 tags
collided. However, it is unknown how many tags actually
caused the collision. There is exactly 1 tag per successful
slot, thus successful slots is not taken into consideration. On
the other hand, empty slots will continuously occur during the
next rounds of identification despite the frame-size. Therefore,
Backlog after the current frame is defined by equation:

Backlog = [(V1 x ¢+ Vo x e)]

Where ¢ is Collision Slot; e is Empty slot; Vi and Vo are
variables for collision slot and empty prediction respectively.

III. MODIFIED DYNAMIC FRAMED-SLOTTED ALOHA

To address shortcomings of the current ALOHA-based
approaches, we propose a MDFSA anti-collision technique
to minimise number of slots queried and to optimise the
performance efficiency. The Precise Tag Estimation Scheme
(PTES) [11] is employed as accurate frame-size prediction for
MDFSA.

A. The Fundamentals for ALOHA-based Tag Estimation

In the Framed-Slotted ALOHA based probabilistic scheme,
to estimate the number of present tags, Binomial distribution
has been utilised [14], [15], [16]. For a given initial Q in a
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frame with F slots and n tags, the expected value of the number
of slots with occupancy number x is as follows:

1 1
V(1 — =

Therefore, the expected number of Empty slot e, Successful
slot s, and Collision slot ¢ are given by the following equa-

tions:

ay; =

n x Co(

)TL*%

e = a = F(1-4)"
— — Fn—l

s = a1 = n(l—5)

c = a, = F—ay—a

Thus, the system efficiency is defined as the ratio between
the number of Successful slot and the frame-size given by the
following equations:

1— 1\yn—1
S — u — nl(l _ l
F F F F

It is proven that the highest efficiency can be obtained if
the frame-size is equal to the number of tags, provided that

all slots have the same fixed length:

E

)nfl

F(optimal) = n

B. Foundation of MDFSA

The MDFSA method is based on the DFSA algorithm with
PTES prediction except that it uses group splitting rule to split
Backlog into different group set if the number of unread tags
is higher than the maximum frame-size.

MDEFSA approach first estimates the number of Backlog. If
the number of Backlog within the reader zone is much larger
than the specific frame-size, it splits the number of Backlog
into a number of group sets and allows only one set of tags
to respond. The reader then issues ‘Query’, which contains
a ‘Q’ parameter to specify the frame-size. Each selected tag
in the set will pick a random number between 0 to 29 - 1
and put it into its slot counter. Only the tag that picks zero as
its slot counter responds to the request. When the number of
estimated Backlog is below the threshold, the reader adjusts
the frame-size without grouping the unread tags. After each
read cycle, the reader estimates the number of Backlog using
PTES algorithm and adjust its frame-size.

1) DFSA Algorithm using PTES: MDFSA approach first
estimates the number of unread tags, then it decided if the
number of tags needs to be spliced or not. The DFSA
algorithm (using PTES) is then applied to each selected set
of tag.

Algorithm 1 demonstrates the DFSA algorithm applied to
each selected set of tags where only one set of tags responds to
the reader, and the reader issues ‘QueryRep’ for the next slot.
After ‘QueryRep’ command is received, each tag decreases
its slot counter by 1. At the end of each frame, the reader
checks if all tags have been identified, estimates the number
of Backlog using PTES algorithm, and adjust its frame-size.
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Reader sends Query

for (Identification procedure) do

Every tags generate RN16 and slot counter;

for (Current frame) do

if (Slot counter == 0) then

Tag replies its RN16;

if (A single tag replies) then
Reader sends ACK(RN16) to a tag;
if (RN16 received by tag == RNI6 tag saved data)
then

| Tag sends (EPC+PC+CRC) to reader;

end
Reader sends QueryRep;

end

else if (Multiple tags reply) then

| Reader sends QueryRep;
end
else if (No tag replies) then
| Reader sends QueryRep;
end

end
if (Tag receives QueryRep) then

| slot counter = slot counter - 1;
end

end
Reader uses PTES to adjust the size of the new frame;
Reader sends QueryAdjust;

end

Algorithm 1: DFSA algorithm with PTES Frame-Size Pre-
diction

2) MDFSA Rules: Instead of splitting tags into group by
using the power of two (2,4,8...) as in EDFSA approach,
the MDFSA approach derived new rules using particular
equations according to the optimal system efficiency obtained
for specific number of tags. We first conducted an experiment
to acquire optimal frame-size for specific number of tags as
shown in Figure 2. It can be seen that the optimal system
efficiency achieved by the probabilistic ALOHA method is
approximately 38% and the optimal number of tags are close
to the maximum frame-size. Efficiency is calculated by:

S
S+C+FE )
Where S is Successful slots, C is Collision slots, and E is
Empty slots.

From Figure 2, we have derived equations 1, 2, 3, 4 and 5
to find a minimum and maximum number of tags suitable for
particular frame-size. These equations are then used to exploit
rules for MDFSA.

In this study, we proposed two rules for MDFSA: MDFSA
and MDFSA-Extended (MDFSA-E). All rules split the number
of Backlog into groups then used one of Q8 (frame-size 256),
Q7 (frame-size 128), or Q6 (frame-size 64), to identify the
current set of tags.

Ef ficiency = (

max = 2@ +2(Q-1) _9(Q-2) 4 9(Q-3)

min = (2@~1 4 2(Q=2) _9(@=3) 4 5(@Q-4)y 4 1)

Equation 1 is used to calculate the minimum and maximum
number of tags, in the case of only ‘Q8 is applied during
the identification cycle. For both MDFSA and MDFSA-E
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number of tags.

rules, we acquired the maximum number of 352 tags and the
minimum number of 177 tags after rewritten Equation 1 (as
displayed in Table I and II).

max = (2Q 4 92(@-1) _9(@-2) 4 2(Q*3))+
(2(@=2) 4 2(@=3) _ 9(@-4) 4 2(Q-5))

min = (29 +2(@7D — 2(Q=2) 4 9(Q@=3)) 4 (¢

Equation 2 is used to calculate the minimum and maximum
number of tags, in the case of two types of ‘Q8’ and ‘Q6’ is
applied in the MDFSA-E rule. Thus, after rewritten Equation
2, we obtained the maximum number of 440 tags and the
minimum number of 353 tags (as shown in Table II).

max = (2¢ 4 2(@—1 _ 2(Q=2) | 9(@=3))4
(2@~ 4 2(@Q=2) _ 9(@-3) 4 9(Q-4))

min = (29 + 2(@=1) _9(@=2) 4 9(@=3)y 1 3)
max = (2¢ 4+ 2(@-1D _ 2(@=2) 4 9(@=3))4
(2(@*1) 4+ 2(@Q-2) _9(@=3) 4 Q(Q*‘l))
min = [(29 +2(Q@~1) _2(@-2) 4 2(Q@=3))4
(2(@=2) 4 2(@=3) _ 9(@—4) 4 2(@=5))] 41 )

Equation 3 and 4 are used to calculate the minimum and
maximum number of tags for the MDFSA and MDFSA-E
rules respectively, in the case of two types of ‘Q8’ and ‘Q7’ is
used during the identification process. After rewritten Equation
3, we acquired the maximum number of 528 tags and the
minimum number of 353 tags (MDFSA rule: Table I). In
addition, after rewritten Equation 4, we obtained the maximum
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number of 528 tags and the minimum number of 441 tags
(MDFSA-E rule: Table II).

max = (29 4 2(Q-1) _ 2(Q=2) 4 2(@-3)y4
(2@~ 4 2(@-2) _ 2(Q@=3) 4 2(@=4))4
(20Q=2) 4 9(Q=3) _ 2(@—4) 4 5(Q-5))

min = [(22 4 2(@-1) _ 2(@-2) | 9(@=3)y

(2(@-1) +2(@Q=2) _9(@=3) 4 2(Q-4))] 41 6))

Equation 5 is used to calculate the minimum and maximum
number of tags, in the case of three types of ‘Q8’, ‘Q7’, and
‘Q6’ is applied in the MDFSA-E rule. After rewritten Equation
5, we acquired the maximum number of 616 tags and the
minimum number of 529 tags (as presented in Table II).

TABLE I
MDFSA RULE - THE NUMBER OF UNREAD TAGS, OPTIMAL FRAME-SIZE
(A AND B), AND NUMBER OF GROUP (A AND B).

Backlogs FSA | GSA | FSB | GSB
1233 to 1408 256 4 - -
1057 to 1232 256 3 128 1
881 to 1056 256 3 - -
705 to 880 256 2 128 1
529 to 704 256 2 - -
353 to 528 256 1 128 1

177 to 352 256 1 - -

89 to 176 128 1 - -

45 to 88 64 1 -

23 to 44 32 1 - -

12 to 22 16 1 - -

6to 11 8 1 - -
TABLE II

MDFSA-E RULE - THE NUMBER OF UNREAD TAGS, OPTIMAL
FRAME-SIZE (A, B, C), AND NUMBER OF GROUP (A, B, C).

Backlogs FSA | GSA|FSB | GSB | FSC | GSC
1320 to 1408 256 4 - - - -
1233 to 1320 256 3 128 1 64 1
1145 to 1232 256 3 128 1 - -
1057 to 1144 256 3 - - 64 1
969 to 1056 256 3 - - - -
881 to 968 256 2 128 1 64 1
793 to 880 256 2 128 1 - -
705 to 792 256 2 - - 64 1
617 to 704 256 2 - - - -

529 to 616 256 1 128 1 64 1
441 to 528 256 1 128 1 - -

353 to 440 256 1 - - 64 1

177 to 352 256 1 - - - -

89 to 176 128 1 - - - -

45 to 88 64 1 - - - -

23 to 44 32 1 - - - -

12 to 22 16 1 - - - -

6to 11 8 1 - - - -

For both MDFSA and MDFSA-E rules, if the number of
unread tags is larger than 352, to achieve the optimal system
efficiency we must divide the tags into two or more groups.



For the number of unread tags smaller than 352, we must let
every unread tag responds. By doing so, we can always achieve
the expected system efficiency as demonstrated in Figure 2.

Table I shows the MDFSA rule. For instance, if the number
of Backlog equals to 1100 tags, the MDFSA algorithm will
split the unread tags into 3 groups of Q8 (256) and 1 group
of Q7 (128).

Table II displays the MDFSA-E rule. For example, if
the number of Backlog equals to 900 tags, the MDFSA-E
algorithm will split the unread tags into 2 groups of Q8 (256),
1 group of Q7 (128), and 1 group of Q6 (64).

IV. EXPERIMENTAL EVALUATION

In order to show the significance of our proposed method,
we conducted an experimental evaluation and compared our
method to the existing approaches. In this section, we describe
the data sets used in the experiment, present the results, and
provide the analysis.

A. Data Sets

The aim of the experiment is to compare the performance
of our proposed MDFSA method to the existing DFSA and
EDFSA approaches. The number of tags simulated for the
experiment is between 400 and 1400 tags. While performing
each tag anti-collision algorithm, the number of tags is sup-
posedly unknown.
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Fig. 3. Number of slots comparison for DFSA, EDFSA, and MDFSA
methods on different number of tags.

B. Results and Analysis

Our experiment compares the performance of our pro-
posed MDFSA method to the existing DFSA and EDFSA
approaches. From Figure 3, it can be seen that both MDFSA
and MDFSA-E produced minimal number of slots during the
identification process compared to other methods. Specifically,
the MDFSA and MDFSA-E techniques minimised the number
of slots from the EDFSA approach; when the number of tags
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is between 400 and 500 tags, and between 800 and 1200 tags.
This is because the number of group sets for EDFSA will
be doubled when the number of Backlog reached the specific
threshold; while the MDFSA and MDFSA-E increased number
of groups slowly according to the estimated number of unread
tags. Thus, both MDFSA and MDFSA-E methods performed
mutually in terms of number of slots minimisation.

038
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Fig. 4. Performance efficiency for DFSA, EDFSA, and MDFSA methods
on different number of tags.

Figure 4 demonstrates that both MDFSA and MDFSA-
E approaches maintained its system efficiency above other
methods and has the most stable performance. Nevertheless,
the MDFSA-E required additional number of group sets from
the MDFSA method throughout the identification process (see
Table I and II). As a result, the MDFSA-E approach required
extra time to initiate a new group as opposed to the MDFSA
method. On the other hand, the DFSA’s efficiency dropped
dramatically when the number of tags increase, while the
EDFSA’s efficiency become unstable during the time when
number of group set twice over from 1 to 2 and from 2 to 4
(between 400 to 500, and 800 to 1200 tags).

TABLE III
PERCENTAGE IMPROVEMENT OF THE PROPOSED MDFSA VERSUS
EXISTING EDFSA AND DFSA TECHNIQUES.

MDFSA MDFSA-E

% from | % from | % from | % from

EDFSA DFSA EDFSA DFSA
400 10.62 8.83 10.29 8.50
500 4.12 1.32 4.12 1.32
600 0.00 5.86 0.12 5.97
700 0.00 15.47 0.00 15.47
800 14.41 16.69 14.41 16.69
900 9.58 14.08 8.38 12.94
1000 8.49 21.23 8.49 21.23
1100 4.19 15.42 4.06 15.30
1200 1.76 15.00 1.76 15.00
1300 0.00 17.55 0.06 17.60
1400 0.00 19.80 0.00 19.80
Average 4.83 13.75 4.70 13.62




Table III shows the percentage of improvement of the
proposed MDFSA and MDFSA-E methods versus the EDFSA
and DFSA methods. It can be seen that during the time when
the number of group doubled from 1 to 2 (400 tags) and from 2
to 4 (800 tags), the MDFSA and MDFSA-E show the highest
percentage of improvement in comparison with the EDFSA
method. On the other hand, the percentage of improvement
increased more stably compared with the DFSA method, since
the DFSA method does not imply group splitting rules.
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Fig. 5. Percentage of improvement of MDFSA compared to existing methods.

Both MDFSA and MDFSA-E methods have better perfor-
mances than the EDFSA approach by about 5% on average,
while it is approximately 14% better than the DFSA method
as demonstrated in Figure 5. The optimal percentage of
improvement of our proposed methods can achieve up to 14%
and 21% compared with the EDFSA and DFSA respectively,
depending on the number of tags within the interrogation
zone. However, the MDFSA-E method required additional
number of groups from the MDFSA method and acquired
slightly lower percentage of improvement compared with the
MDEFSA method. Thus, we conclude that the MDFSA method
is the most effective method in terms of system efficiency and
number of slots minimisation.

V. CONCLUSION

In this study, we have identified the significance of RFID rag
anti-collision and developed an efficient method to minimise
the tag starvation problem. We have proposed the Modi-
fied Dynamic Framed-Slotted ALOHA (MDFSA) technique to
maximise the performance efficiency and to reduce the total
number of slots queried during the tag identification process.
From the result and analysis of the experimentation, we have
indicated that the proposed MDFSA has produced a minimal
number of slots when compared with other methods. Specif-
ically, the MDFSA displays higher performance efficiency
when compared to EDFSA method by about 5% on average,
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while it is approximately 14% better than the DFSA approach.
Therefore, we conclude that the MDFSA is the most effective
method. It has maintained its system efficiency above other
methods, and has the highest achieving performance.
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